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Advancing Al-Based Depression Detection:
A Preliminary Study on Feature Optimization and Model
Robustness

Albert Zorko
Faculty of Information Studies, Complex Systems and Data
Science Lab, Ljubljanska cesta 31A, 8000 Novo mesto,

Slovenia
albert.zorko@fis.unm.si

Abstract: This study constitutes the second part of our investigation presented at ITIS
2023, which explores the search for objective physiological biomarkers for major
depressive disorder (MDD). Moving beyond the established role of Heart Rate Variability
(HRV), this preliminary research focuses on Pulse-Respiratory Coupling (PRC) — the
coordination between cardiac and respiratory rhythms. We hypothesize that depression,
characterized by autonomic nervous system (ANS) dysregulation, disrupts this coupling.
A group of 73 subjects (healthy controls, untreated depressed patients, and patients
treated with tricyclic antidepressants) were submitted to simultaneous electrocardiogram
(EKG) and respiratory recording. Analysis revealed a distinct degradation of PRC in the
depressed group, manifesting as a loss of synchronous patterns observed in healthy
subjects. Machine learning models were trained on features derived from PRC timing.
The k-Nearest Neighbors algorithm achieved a promising classification accuracy of
97.3% in distinguishing depressed from healthy individuals, outperforming other
classifiers like Random Forest (95.9%) and Support Vector Machine (95.9%). While these
results are preliminary and require validation in larger cohorts, they strongly suggest that
PRC is a sensitive, non-invasive marker of ANS dysfunction in depression. This work
underscores the potential of integrating multi-system physiological analysis with
artificial intelligence to create objective aids for psychiatric diagnosis.

Key Words: major depressive disorder, physiological biomarkers, pulse-respiratory
coupling, heart rate variability, autonomic nervous system, machine learning

1 Introduction

Major Depressive Disorder (MDD) represents a significant global health challenge,
contributing profoundly to disability and reduced quality of life [1]. Contemporary
diagnostic practices, as codified in the DSM-5 questionnaire

and ICD-11%, rely primarily on subjective self-reporting of symptoms and clinical
interviews [2]. This approach, while essential, introduces variability and can lead to
misdiagnosis or delayed intervention, particularly in cases of treatment-resistant

! The International Classification of Diseases, published by the World Health
Organization
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depression [3]. Consequently, the pursuit of objective, biologically grounded biomarkers
has become a paramount objective in psychiatric research [4].

As established in the first part of this work presented at ITIS 2023 [5], dysregulation of
the Autonomic Nervous System (ANS) is a well-documented feature of MDD. This
dysregulation is often quantified through Heart Rate Variability (HRV), a measure of the
beat-to-beat alterations in heart rate. Reduced HRYV, indicating a loss of autonomic
flexibility, has been consistently reported in individuals with depression [6, 7]. However,
the ANS does not operate in isolation; its function is intimately linked with other
physiological systems, particularly respiration. The rhythmic activity of breathing exerts
a powerful influence on heart rate, a phenomenon known as respiratory sinus arrhythmia.

This interaction points to a more complex biomarker: the coordination between the
cardiac and respiratory cycles, termed Pulse-Respiratory Coupling (PRC) or
cardiorespiratory coupling. In healthy individuals at rest, the onset of inspiration is often
phase-locked to specific points in the cardiac cycle, creating a stable, synchronous pattern
[8]. This coupling is thought to reflect efficient central autonomic control and optimal
energy utilization [9]. We hypothesize that the ANS instability inherent to MDD disrupts
this fine-tuned coordination, leading to a more random and less coupled state between the
pulse and respiration.

Building upon our initial findings with HRV [5], this follow-up study aims to investigate
PRC as a novel physiological marker for depression. Our specific objectives are twofold:
first, to characterize PRC patterns qualitatively and quantitatively in healthy, depressed,
and antidepressant-treated individuals; and second, to evaluate the efficacy of various
machine learning algorithms in classifying depression status based solely on PRC-derived
features.

2 Related Work

The intersection of physiological signal analysis and artificial intelligence has become a
focal point in contemporary mental health research. Numerous studies have explored the
potential of bio signals such as heart rate variability (HRV), electrodermal activity (EDA),
electroencephalography (EEG), and electrocardiography (EKG) in detecting emotional
and cognitive states, particularly those associated with depression and anxiety.

HRV has been extensively studied as a biomarker for autonomic nervous system
regulation. Thayer and Lane proposed the neurovisceral integration model, linking HRV
to emotional regulation and cognitive flexibility [10]. Inoue has demonstrated in study
[11] that individuals with major depressive disorder exhibit significantly reduced HRV
parameters, suggesting impaired parasympathetic activity. Similarly, Kreibig reviewed
autonomic nervous system activity across emotional states and emphasized HRV’s
diagnostic relevance [12].

EDA, which reflects sympathetic nervous system arousal, has also been used to assess
emotional reactivity. Sano and Picard utilized wearable sensors to monitor stress levels in



real-world settings, finding strong correlations between EDA fluctuations and self-
reported mood [13]. Gjoreski extended this approach by combining EDA with
accelerometer data to detect stress continuously in daily life [14].

EEG-based emotion recognition has gained traction due to its direct measurement of
cortical activity. Al-Shargie applied deep learning models to EEG signals and achieved
high accuracy in classifying emotional states [15]. Delorme and Makeig developed
EEGLAB, an open-source toolbox that has facilitated widespread EEG analysis in
affective computing [9]. However, EEG remains less practical for everyday use due to its
complexity and sensitivity to noise.

EKG, while traditionally used for cardiac diagnostics, has proven valuable in extracting
HRV features. Two studies have incorporated EKG-derived HRV into multimodal
emotion recognition systems, demonstrating its robustness and reliability [16, 17].

From a machine learning perspective, ensemble methods have shown superior
performance in biosignal classification. Random Forests, as introduced in study [18],
offer high accuracy and resistance to overfitting. XGBoost, developed by Chen and
Guestrin, has become a standard in structured data classification due to its scalability and
precision. Zhang emphasized the importance of feature selection in improving model
interpretability and generalization, particularly in biomedical applications [20].

Compared to these studies, our approach builds on the foundation laid in our ITIS 2023
paper by integrating multiple physiological modalities and applying advanced feature
selection techniques. While previous work has often focused on single-signal analysis or
deep learning models with limited transparency, our study prioritizes interpretability and
clinical relevance. By comparing classical classifiers and optimizing feature sets, we aim
to contribute a robust and scalable framework for depression detection that can be adapted
to real-world scenarios.

3 Methods

3.1 Participant Recruitment and Characteristics

The study was conducted with approval from the relevant institutional ethics committee.
A total of 73 participants were recruited and provided informed consent. The group was
divided into three distinct groups to facilitate comparison: control, depressed and
treatment group. First control group (n=38) comprised 14 males (mean age + SD: 36.6 +
10.4 years) and 24 females (32.8 + 11.0 years). All participants in this group were
confirmed to be free of any medical or psychiatric conditions, as verified by medical
history and the Structured Clinical Interview for DSM Disorders (SCID). The second
group, the depression group (n=17, included 6 males (24.8 + 6.3 years) and 11 females
(25.5 £ 7.5 years) diagnosed with MDD, melancholic subtype, without clinical agitation.
Diagnosis was confirmed using the Beck Depression Inventory-II (BDI-II; mean score 23
+ 12) and the State-Trait Anxiety Inventory (STAI). Participants in this group were not
undergoing pharmacological treatment at the time of measurement. The third and final



group was the treatment group (n=18) consisting of 6 males (39.3 &+ 9.0 years) and 12
females (39.0 + 11.0 years), this group included patients diagnosed with MDD who had
been undergoing stable pharmacotherapy with tricyclic antidepressants (equivalent to
>150 mg amitriptyline daily) for a minimum of 14 days. Their mean BDI-II? score was
17 £13.

3.2 Data Acquisition and Preprocessing

Physiological data were acquired in a controlled laboratory setting. Participants rested in
a supine position for a period of acclimatization prior to measurement to minimize initial
arousal effects. In order to ensure data for our study, we have to measure two signals:
cardiac and respiratory signal.

Electrocardiogram was recorded continuously using a chest-mounted sensor unit at a
sampling rate of 200 Hz and a resolution of 10 bits. Second respiratory signal was
captured using a nasal thermistor, which provides a sensitive measure of airflow and
allows for precise detection of the onset of inspiration.

The raw data were processed to extract key time point markers. The peak of the R-wave
in the EKG (Rpeak) was detected with a temporal resolution of 1 ms, providing a precise
marker of each heartbeat. Similarly, the onset of each inspiration was identified from the
respiratory signal with a resolution of 5 ms.

3.3 Feature Extraction: Pulse-Respiratory Coupling (PRC)

The core feature for analysis was the time delay from the most recent Rpeak to the
immediate onset of inspiration. To normalize for individual differences in heart rate and
to create a scale-invariant metric, this absolute delay was divided by the total R-R interval
(the time between two consecutive Rpeaks) in which the inspiration occurred.

This calculation yielded a normalized PRC time delay value between 0 and 1 for every
breath. This process was repeated for all breaths over a standardized nine-minute
recording period for each subject. A histogram of these normalized delay values was then
constructed for each individual, visualizing the distribution of inspiratory onsets relative
to the cardiac cycle.

3.4 Machine Learning and Statistical Analysis

A structured data model was created for machine learning, incorporating the following
features for each participant: gender, age, diagnostic label (healthy/depressed), treatment
status, and the full set of normalized PRC time-delay values.

This dataset was analyzed using two primary platforms: first we use Weka Toolkit. We
employed five distinct classification algorithms known for their varied approaches to
learning: J48 Decision Tree, Random Forest, Logistic Regression, k-Nearest Neighbors
(k-NN), and a Support Vector Machine (SVM) with a polynomial kernel. Models were

2 Beck Depression Inventory-I1



evaluated based on accuracy, precision, recall, and F1-score. To generate an interpretable
model and gain deeper insight into the feature interactions, we also utilized the predictive
clustering trees method within the ClusPlus tool. To complement the Weka analysis, we
utilized the predictive clustering trees method within the ClusPlus tool, accessible via the
ClowdFlows web-based platform [21]. This allowed for additional validation and the
generation of a comprehensive decision tree.

Dimensionality reduction and visualization were performed using Principal Component
Analysis (PCA) to inspect linear separability, and t-Distributed Stochastic Neighbor
Embedding (t-SNE) to explore non-linear cluster structures within the high-dimensional
PRC data.

4 Results

4.1 Qualitative Analysis of PRC Patterns

Visual inspection of the PRC histograms revealed striking differences between the groups,
as illustrated in Figure 1. The control group consistently displayed a histogram with three
distinct peaks, indicating that inspirations were not randomly distributed but
preferentially occurred at specific, coupled phases of the cardiac cycle. In stark contrast,
the depression group exhibited a notably flatter, more uniform histogram, suggesting a

desynchronization of respiratory and cardiac rhythms. The treatment group

showed an intermediate pattern, with the reemergence of subtle peaks, hinting at
a partial restoration of PRC following antidepressant therapy.

time (5) time (s)
Figure 1. Representative histograms of normalized inspiratory delay times relative to the
cardiac cycle. (Left) A healthy 28-year-old subject shows a clear triple-peak pattern.
(Center) A 30-year-old depressed subject shows a flat, random distribution. (Right) A 27-
year-old treated subject shows a partial return of peak structure.

4.2 Machine Learning Classification Performance

The performance of the various classifiers in distinguishing between healthy and
depressed subjects is summarized in Table 1. The k-Nearest Neighbors (k-NN) algorithm
demonstrated the highest performance, achieving an accuracy of 97.3% with
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commensurately high precision, recall, and F1-score. The Random Forest and Support
Vector Machine classifiers also performed exceptionally well, both attaining an accuracy
of 95.9%. The J48 Decision tree achieved respectable results (89.0%), while Logistic
Regression, a linear model, performed the poorest (80.0%), suggesting that the underlying
relationships in the data are predominantly non-linear.

Table 1. Performance metrics of machine learning classifiers for depression detection.

Classifier Accuracy Precision Recall F1-Score
k-Nearest Neighbor (k-NN) 97.3% 0.97 0.97 0.97
Random Forest 95.9% 0.96 0.96 0.96
Support Vector Machine 95.9% 0.96 0.96 0.96
J48 Decision Tree 90.4% 0.91 0.90 0.90
Logistic Regression 80.0% 0.81 0.80 0.80

Further analysis using the ClusPlus tool indicated that a minimum of six minutes of
recorded data was sufficient for the model to achieve consistent and correct classification,
suggesting that prolonged measurements may not be necessary for a reliable assessment.

4.3 Decision Tree Analysis

To visualize the classification logic, a decision tree was generated using the ClusPlus tool
(Figure 2). The tree reveals a hierarchical structure where age emerges as the primary
splitting criterion, highlighting its significant role in differentiating physiological
patterns. Notably, the model separates subjects older than 46, indicating that age-related
changes in autonomic function are a dominant feature in the dataset. Gender appears as a
factor only at lower levels of the tree, suggesting it plays a secondary, more nuanced role
compared to age. The position of the 'medicated' feature low in the tree suggests that while
treatment status is relevant, its effect on PRC patterns is less pronounced than the
fundamental differences between healthy and depressed states.

ye

"~

no - deprossed

yeu yes

N
| no yos | 0o

no

Figure 2. ClusPlus tool with CloudFlows user interface generated decision tree.
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4.4 Feature Importance and Sufficiency of Data

Further analysis using the ClusPlus tool indicated that a minimum of six minutes of
recorded data was sufficient for the model to achieve consistent and correct classification,
suggesting that prolonged measurements may not be necessary for a reliable assessment.

4.5 Data Visualization and Dimensionality Reduction

The application of PCA for linear dimensionality reduction resulted in limited group
separation. The first two principal components collectively explained only 10.6% of the
total variance (PC1: 5.7%, PC2: 4.9%), and the confidence ellipses for the healthy and
depressed groups showed substantial overlap (Figure 3a). This indicates that linear
methods are insufficient to capture the key differences between the groups.

In contrast, the non-linear t-SNE visualization revealed a markedly different picture
(Figure 3b). The t-SNE plot showed two distinct, well-separated clusters, with healthy
individuals forming a tight, dense cluster and depressed individuals forming a more
dispersed one. This clear separation confirms that potent discriminatory information
exists within the PRC data, but it is encoded in complex, non-linear patterns that are
effectively captured by algorithms like k-NN and Random Forest.
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Figure 3. (a) PCA scatter plot showing limited linear separation and significant overlap
between healthy (blue) and depressed (red) groups. (b) t-SNE visualization revealing
clear, non-linear clustering of the two groups.

5 Discussion

The findings of this study provide compelling preliminary evidence that Pulse-
Respiratory Coupling is a robust and sensitive biomarker for Major Depressive Disorder.
The observed degradation of PRC in the depressed group aligns with the broader literature
on autonomic dysfunction in depression [11, 12]. The loss of synchronous



cardiorespiratory rhythms suggests a state of autonomic incoordination and reduced
adaptive capacity, which may underlie some of the somatic and cognitive symptoms of
depression [13].

The clinical validity of our group stratification was supported by standardized
psychological assessments. The high mean BDI-II score in the depressed group (23 + 12)
confirms a significant level of depressive symptomatology, while the intermediate score
in the treatment group (17 + 13) aligns with expectations of partial symptom remission
under pharmacotherapy. These scores provide a clinical anchor to our physiological
findings, reinforcing that the observed degradation in PRC corresponds to a clinically
recognized depressive state.

The exceptionally high classification accuracy achieved by the k-NN algorithm (97.3%)
is noteworthy. The success of k-NN, an instance-based learner, alongside other non-linear
models like Random Forest, underscores the complex nature of the physiological
disruption in MDD. The poor performance of Logistic Regression further reinforces that
these patterns cannot be adequately described by simple linear models. The clear
clustering in the t-SNE visualization, despite the low explained variance in PCA, is a
powerful visual corroboration of this fact. It demonstrates that machine learning,
particularly non-linear methods, can successfully decode these complex physiological
signatures.

The partial restoration of PRC patterns in the treatment group is an intriguing finding that
warrants further investigation. It suggests that PRC may not only serve as a diagnostic
marker but also as a potential biomarker for monitoring treatment efficacy. This aligns
with previous work showing that HRV parameters can normalize with successful
antidepressant treatment [14]. The observation that age appeared to be a more significant
factor in the decision tree models than gender is consistent with known age-related
declines in autonomic function [15] and merits exploration in a larger, age-stratified
cohort.

From a clinical perspective, the method presented here offers a truly objective and non-
invasive approach to supporting depression diagnosis. Unlike subjective questionnaires,
physiological measurements like PRC are not susceptible to response bias or varying
interpretation. The finding that only six minutes of data are needed for accurate
classification enhances the practical feasibility of this method for clinical screening
applications.

5.1 Limitations and Future Directions

Despite these promising results, several limitations must be acknowledged. The sample
size, while sufficient for this preliminary investigation, is modest. The diagnosis of
depression, though supported by standardized scales, was not confirmed by a structured
clinical interview in all cases, which is considered the gold standard. Furthermore, the
study lacks an independent validation cohort, which is crucial for assessing the
generalizability and real-world performance of the model.



Future research must therefore prioritize large-scale, multi-center validation studies that
include participants with diverse depression subtypes and comorbidities. It would be
highly informative to integrate PRC with other biomarkers, such as HRV and EEG, in a
multimodal approach to create a more comprehensive diagnostic profile [16]. Finally,
longitudinal studies tracking PRC changes throughout the course of treatment are
essential to firmly establish its utility as a dynamic biomarker of therapeutic response.

6 Conclusion

This study demonstrates that Pulse-Respiratory Coupling (PRC) is a potent physiological
biomarker for Major Depressive Disorder. Our findings reveal a significant degradation
of PRC in depressed individuals, which is quantifiable through machine learning. The
high classification accuracy (97.3%) achieved with non-linear algorithms like k-NN,
based solely on PRC-derived features, underscores the complex, non-linear nature of
autonomic dysregulation in depression.

By moving beyond single-system metrics like HRV to the interplay between cardiac and
respiratory systems, we capture a more holistic and sensitive measure of physiological
disruption. This work establishes PRC as a promising candidate for the development of
accessible, non-invasive, and objective tools to aid in the diagnosis and monitoring of
depression, setting the stage for future validation in larger, more diverse clinical cohorts.
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Abstract: Organizations are increasingly confronted with regulatory requirements that
encompass both personal data protection and cybersecurity. While the GDPR
establishes a clear framework for processing personal data, the NIS 2 Directive
introduces additional obligations aimed at strengthening cybersecurity resilience.
Addressing these combined demands represents a complex legal, organizational, and
technical challenge. One way forward is the development of integrated audit
frameworks that support systematic compliance assessment across both domains.
Building on prior work in which the original privacy by design (PbD) model was
developed and empirically tested, this paper proposes an extended model that
incorporates NIS 2 requirements. The extended framework aspires to provide a robust
and comprehensive instrument for identifying compliance gaps and supporting
organizations in adapting more effectively to an increasingly demanding regulatory
landscape.

Key Words: privacy by design, conceptual model, cybersecurity, NIS 2

1 Introduction

In the contemporary information society, regulatory compliance has become one of the
central challenges for organizations. Within the European Union (EU), the General Data
Protection Regulation (GDPR) emphasizes the protection of personal data, not only as a
legal obligation but also as an expression of the fundamental right to privacy [3]. One of
GDPR’s significant contributions was the introduction of the concept of Privacy by
Design (PbD), first articulated in Cavoukian’s [5] influential essay. As the original
concept of PbD was broadly defined and somewhat abstract, Drev and Delak [9] sought
to identify building blocks that could provide the basis for a structured framework. This
effort culminated in the development of a conceptual PbD model, which was validated
through several case studies in healthcare organizations [10].

Parallel to the regulatory emphasis on privacy, the EU legal environment has
emphasized the importance of cybersecurity resilience, most notably through the
adoption of the Directive (EU) 2022/2555 (NIS 2) [4]. While the GDPR and the PbD
model primarily focused on personal data protection, NIS 2 extends the scope toward
broader cybersecurity obligations of companies within critical sectors, termed essential
and important entities. The directive establishes binding requirements concerning risk
management, incident reporting, business continuity, and supply chain security, thereby
obliging organizations to adopt more comprehensive and integrated compliance
strategies. In this respect, NIS 2 introduces principles closely aligned with the notion of
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Secure by Design (SbD), emphasizing that cybersecurity safeguards should be
systematically embedded throughout organizational and technical processes [1], much
like privacy safeguards in the context of PbD.

This article proposes an extension of the conceptual PbD model, which, in a new
iteration, incorporates the requirements introduced by the NIS 2. While empirical
validation of the original model has thus far been limited to GDPR related case studies,
the extended framework could be similarly tested. However, new case studies should be
limited to essential and important entities, as only those are formally required to comply
with NIS 2 obligations.

2 Literature review

The original conceptual PbD model [10] was grounded in an extensive review of
literature on privacy protection in information systems. Cavoukian’s [5] seven
foundational principles of PbD provided the initial conceptual framework, while earlier
contributions such as Denning’s [8] and Chaum’s [6] work on Privacy-Enhancing
Technologies (PETs) in the 1980s established important technical underpinnings.
Subsequent developments, including the Fair Information Privacy Principles of the U.S.
Federal Trade Commission, the institutionalization of Privacy Impact Assessments
(PIAs) [3], and systematic approaches such as Hoepman’s privacy design strategies [7]
[13], Foukia et al.’s PISCES [11], Jensen et al.’s STRAP [15], and Kalloniatis et al.’s
PriS method [16], were necessary for establishing a theoretical structure for the PbD
model. At the European level, the PRIPARE project [24] and standards such as ISO/IEC
27701:2019 further consolidated and formalized best practices for integrating privacy
and security into system design.

Alongside privacy protection, cybersecurity legislation started to gain increasing
importance [22]. Specifically, the NIS 2 Directive introduced binding obligations for
essential and important entities, which include risk analysis, incident reporting, business
continuity, and supply chain security [4]. Fortunately, the field of cybersecurity is well
developed [1], as many authors contributed to establishing theoretical foundations,
sociological [18] [21] and political implications [19], and most importantly, for
outlining structured conceptual tools. In this context, NIST with its Cybersecurity
Framework [24] or ISO with the widely recognized ISO/IEC 27001:2022 standard
should be emphasized. Within the wide body of cybersecurity theory, the concept of
Secure by Design (SbD) has been established [1] [25]. It emphasized the importance of
proactive integration of security requirements into system architecture [14], building on
principles articulated in the software engineering literature [20].

The increasing importance of a systematic approach to cybersecurity challenges and the
extensive legal requirements of the NIS 2 directive introduced an opportunity for
revising and extending the original PbD model. By combining insights from both
privacy and cybersecurity research, the extended PbD model seeks to establish a
conceptual tool for addressing both privacy and cybersecurity obligations in a unified
manner.



3 Extending the conceptual model

The original PbD model categorized key elements of personal data protection into three
sets: legal elements, security elements, and privacy by design and by default elements.
This structure reflected the orientation of the GDPR, where legal compliance forms the
foundational layer, followed by the technical and organizational measures required to
protect data, and finally by mechanisms that integrate privacy considerations directly
into system design [25]. While this arrangement provided a robust and coherent model
for assessing personal data protection compliance, it did not include the extensive
cybersecurity requirements introduced by NIS 2 directive [4].

To address those issues, the conceptual model was revised, guided by two key
objectives: (1) to integrate NIS 2 requirements, and (2) to enhance the coherence and
usability of the model.

First, the integration of NIS 2 requirements facilitated an update of the model to address
contemporary cybersecurity challenges. NIS 2 requires essential and important entities
to incorporate policies for risk assessment and information system security, manage
cybersecurity incidents, maintain business continuity, secure supply chains, implement
cryptographic safeguards, control access rights, and ensure staff competence through
training. Those requirements were mapped to the appropriate GDPR elements of the
original model. For example, incident management was linked to data integrity which is
a part of the security elements group, supply chain security was linked to contractual
processing, and cryptography was merged with the broader concept of data
confidentiality. Mapping of GDPR and NIS 2 elements can be seen in Table 1. In this
way, the general structure of the original model was preserved, while new NIS 2
requirements were also introduced in an unobtrusive way.

Second, the original model was revised in a way that should enable broader usability
while still maintaining compact structure. This was done by repositioning and merging
existing elements. For example, cross border data transfer was merged with contractual
obligations [17]. Encryption, previously separated element, is now part of data
confidentiality. On the other hand, a new category of risk analysis and security policies
was introduced, as this is a formal requirement of NIS 2, and due to its broad nature
cannot be included under more specific security elements [4]. Also, emerging new
technologies incited the introduction of privacy enhancing technologies (PET) [2].

The revised model should therefore represent a more comprehensive, yet still compact,
conceptual framework that addresses both GDPR and NIS 2 compliance of personal

data processing within organizations.

Tabel 1: Mapping of GDPR and NIS 2 elements within model structure
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4 Revising the implementation procedure

The original PbD model, focused on GDPR compliance, was tested on 4 case studies
within the Slovenian central health information system (eHealth) [10]. In all cases, the
implementation followed the model’s five-step procedure: information gathering,
analysis of legal, security, and privacy by design and by default elements, and final
reporting, which included gap analysis and recommendations for enhancing data
processing practices (as seen in Table 2).

These applications demonstrated that the original procedure was robust and practical.
Organizations could systematically identify and assess GDPR-related elements, score
them effectively, and receive actionable recommendations. However, challenges arose,
particularly in evaluating security and privacy by design elements, where GDPR’s high-
level guidance needed supplementation through ISO/IEC standards to achieve
operational clarity [9].

The extended PbD model, incorporating the additional requirements of the NIS 2
Directive, calls for a refined implementation approach. While the five-step methodology
remains, two key enhancements are introduced. First, the compliance matrix is updated
to reflect NIS 2 obligations, integrating the directive’s cybersecurity and risk
management expectations (as seen in Table 3). Second, the special questionnaires
should be revised to include both GDPR and NIS 2 elements, with clear scoring criteria



that address the combined regulatory framework. These adjustments should ensure the
procedure remains systematic and actionable while encompassing the broader

compliance landscape.

By retaining the sequential methodology and refining the scoring and questionnaire
mechanisms, the revised procedure enables organizations to conduct structured and

clear assessments of personal data processing operations.

Tabel 2: Implementation procedure

Sequence of steps

Step description

1 Information gathering

Collection of legal documents, internal policies, DPIAs, contracts, and structured
interviews. Identification of personal data processing operations, asset registration,
data flow mapping. Inclusion of NIS2-related elements such as risk management
policies, supply chain security, access controls, and staff competence.

2 Analysis of legal
elements

Assessment of legality of processing, transparency, data subject rights, contractual
processing, cross-border transfers, and DPIAs. Integration of NIS2 obligations
regarding contractual security and supply chain risk management.

3 Analysis of security
elements

Evaluation of confidentiality, integrity, and availability of data. Assessment of
encryption, access control, incident management, audit measures. Inclusion of
NIS2-specific requirements for secure configuration, vulnerability management,
cryptography, and staff competence.

4 Analysis of privacy by
design and by default
elements

Examination of encryption, data minimization, pseudonymization/anonymization,
and DPIA alignment. Assessment of PETs and default privacy-preserving settings
reflecting GDPR and NIS2 requirements.

5 Final Report with gap
analysis and

Consolidation of findings, gap analysis against benchmarks, and preparation of
prioritized recommendations to enhance GDPR and NIS2 compliance.

recommendations

Table 3: Compliance matrix with revised and extended elements

Processing operation /
presence of privacy by
design model elements

Legend:

1 — element not present

2 — element is present,
mayor inadequacy

3 — element is present,
minor inadequacy

4 — element is fully present

Legal elements Security elements Data Compliance
protection by
design and by
default
7
.8
5 5|2
2 g B 2
g =2
£ |8 £ |3
& g 2 e
2 =
5 S g 2 ~ A
e = 2 2 5 N 2
8] = z A g 2] n
2 < = o = g Z 3
» o m =1 =] =
g | = 2 B s o = 3 a
& .20 & § p=| = | 2 2 N e =
5|5 |29 | £ 1212 |£ |8 |3
Ef 2 g = k) E] 2 =
=1 = — =) o
2|2 2 g S| & |%F |2 |& g e <
= s 59 < | = 5 3 = o £
B = g5 = = 5] Q 4 = £ 17} o0
¥ 2 S 8 ~ ) =1 31 .2 m 15 4 a.
A g oF A | O = < &~ &~ a) /M =)

Processing operation 1

Processing operation 2

Processing operation 3

5 Discussion

The extended PbD model provides a structured framework for addressing both privacy
and cybersecurity challenges. By incorporating NIS 2 requirements, such as risk
analysis, incident management, supply chain security, operational security controls, and




staff competence, among others, the revised PbD model represents a more
comprehensive conceptual tool for assessing the compliance of personal data processing
operations with both GDPR and NIS 2.

However, the revised model also introduces additional complexity, and due to the lack
of new empirical data, it remains unclear whether the implementation and,
consequently, its usefulness will prove satisfactory. At this point, a revision of the
structured questionnaire used for the interviewing process with managers and related
experts is necessary before attempting to test the model on new case studies.

Though not specifically addressed in this paper, there is a whole array of questions
regarding the use of Al-based tools in relation to the proposed model. Those tools could
be used in restructuring, optimization, and implementation of the model. More
importantly, they imply the possibility for automated use of the model in assessing
compliance with regulations within organizations.

6 Conclusion

The extended PbD model, integrating NIS 2 requirements, provides a comprehensive
conceptual framework for simultaneously addressing privacy and cybersecurity
challenges. By combining GDPR privacy requirements with NIS 2 cybersecurity
demands, the model increases its usability as a tool for assessing and identifying
potential gaps in both privacy and cybersecurity compliance.

From a practical perspective, the model offers organizations a structured approach to
designing, assessing, and managing information systems that are resilient, secure, and
regulation-compliant. While operationalizing NIS 2 obligations introduces additional
complexity compared to GDPR alone, the model’s clear mapping of legal, technical,
and organizational elements facilitates implementation and provides a foundation for
potential automation or semi-automation, for instance, using software or Al-based
assessment tools. Careful attention to secure processing, audit trails, and transparency is
required to mitigate the inherent risks of automated evaluations.

From a theoretical perspective, the extended PbD model contributes to the conceptual
understanding of how privacy by design principles can be integrated with broader
cybersecurity requirements. It establishes a unified framework that highlights the
interdependencies between privacy, security, and risk management, offering a direction
for future research and empirical validation across diverse organizational contexts.

Overall, the extended PbD model enables organizations to assess their level of
compliance with both GDPR and NIS 2 requirements, which emphasizes the
interconnectedness of data privacy and data security. Adopting a more holistic approach
could benefit organizations not only by improving their level of compliance, but also by
guiding them to build more resilient, secure, and privacy-friendly information systems.
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Abstract: Cybersecurity is becoming increasingly important for any organization.
Nowadays, most management is concerned about cybersecurity. It is especially a big
concern in the European Union, as the NIS2 directive foresees their responsibility and
effective risk management. Cybersecurity audits are essential for assessing the
effectiveness of an organization's security measures, identifying vulnerabilities, and
ensuring compliance with industry standards and regulations. By conducting regular
cybersecurity audits, organizations can demonstrate to their customers that their security
is being taken seriously. As cybersecurity audit reports are mostly classified as
confidential, they are not easily accessible on the World Wide Web. Exceptions are audit
reports carried out by the Courts of Audits of each country. The article presents new
approaches for auditing with the help of artificial intelligence and auditing cyber risks.
Based on some cybersecurity audit reports that are publicly available online, it verifies
the application of these approaches.
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1 Introduction

Cybersecurity and digital autonomy have become a subject of strategic importance for
the EU and its Member States and, as the threat level rises, we must step up our efforts to
protect our critical information systems and digital infrastructures against cyber-attacks.
Cybersecurity not only concerns our utilities, defense, or health systems, it is also about
protecting our personal data, business models and intellectual property [1]. Cybersecurity
is the practice of ensuring protection within the cyber domain—specifically, safeguarding
the confidentiality, integrity, and availability of individual and organizational data against
malicious activities carried out by unauthorized threat actors.

Organizations, on daily basis, need an independent assessment of their cyber-threat
preparedness, identification of vulnerabilities and information security deficiencies, and
recommendations for mitigating these risks. This can be done by information systems
auditors as part of a cybersecurity audit. Information systems auditors use various
methodologies and standards in these audits (such as NIST CSF 2.0, ISO/27001:2022,
ISO/IEC 27032:2023, COBIT 2019 and others). The European Union’s (EU) NIS2
Directive is set to transform the cybersecurity landscape across Europe. This landmark
legislation aims to unify the cybersecurity practices among the member states of the EU,
thus increasing their ability to prevent incidents and minimize their impact when they



occur. For the public, this means a more resilient digital infrastructure, safeguarding
essential services across an extended list of industries [2].

The article’s main objective is to present additional approaches at cybersecurity audits.
The article is organized as follows: In the second section, information about audits and
auditing is given. In the third section information about cybersecurity and cybersecurity
auditing is presented. The fourth section presents motivation of our research and research
question. The fifth section presents literature review about cybersecurity audits. The core
of the article outlines review of some cybersecurity audit reports in the sixth section. The
seventh section forms a discussion. And the eighth section presents the conclusion,
research limitations, and further work.

2 Auditing

The word “audit” comes from the Latin word audire, meaning “to hear”. Flint [3] explains
that the audit function has evolved in response to a perceived need of individuals or
groups in society who seek information or reassurance about the conduct or performance
of others in which they have an acknowledged and legitimate interest. Auditing in the
form of basic checking activities was found in the ancient civilizations of China, Egypt,
and Greece [4]. In mid-1980 was developed risk based auditing [4], which is an audit
approach where an auditor is focusing on those areas which are more likely to contain
threats (human errors, inadequate and insufficient controls, vulnerabilities).

The assessment of information systems (IS) by auditors has generated the term “IS
auditing”, which is the evaluation of IS practices and operations to assure the integrity of
an entity’s information. Such evaluation can include assessment of efficiency,
effectiveness, and economy of computer-based practices [5]. Recently, more and more IS
auditing is based on information security and/or cybersecurity. There are three different
audit types: internal auditing, provided by internal employees; external auditing, provided
by external companies; internal auditing, in cooperation with external (outsourced)
auditors.

3 Cybersecurity and cybersecurity auditing

There are several definitions of cybersecurity. One of them is: Cybersecurity means the
activities necessary to protect network and information systems, the users of such systems,
and other persons affected by cyber threats [6].

EU by its regulation created European agency ENISA —European Union Agency for
Cybersecurity. ENISA is dedicated to achieving a high common level of cybersecurity
across Europe and contributes to EU cyber policy, enhances the trustworthiness of IT
products, services and processes with cybersecurity certification schemes, cooperates
with Member States and EU bodies, and helps Europe prepare for the cyber challenges of
tomorrow [7].



ENISA identified seven prime cybersecurity threats landscape in 2024, which are:
Ransomware, Malware, Social Engineering, Threats against data, Threats against
availability: Denial of Service, Information manipulation and interference, and Supply
chain attacks [8]. All of the above threats, if realized, have major financial impacts on
organizations. Direct costs associated with cyber incidents encompass the tangible
financial losses, damages, and hardships endured by victims following such events.
Indirect costs from cyber incidents are difficult to quantify and are often ignored;
although, they can have important long-term impacts on organizations and the economy

[9].

Cybersecurity audits ensure that organizations are well prepared to defend themselves
against internal and external cyberthreats. The objective of a cybersecurity audit is to
provide management with an evaluation of the effectiveness of cybersecurity processes,
policies, procedures, governance and other controls. The review focuses on cybersecurity
standards, guidelines and procedures as well as the implementation of these controls. The
audit/assurance review relies upon other operational audits of the incident management
process, configuration management and security of networks and servers, security
management and awareness, business continuity management, information security
management, governance and management practices of both IT and the business units,
and relationships with third parties [10].

Cybersecurity auditing is vital for any organization to achieve six business objectives:
identify and mitigate the risk, protect sensitive information, comply with regulations,
improve security posture, gain customer confidence, and maintain business continuity

[11].

4 Motivation for our research

The research question was: How are new cyber security auditing approaches implemented
in practice?

The aim of this study is to examine whether national audit organizations have applied
new approaches in their cybersecurity audits — the use of big language models and
artificial intelligence in cybersecurity audits, as well as cybersecurity risk audits.

5 Literature review

Within the last ten years there have been published a lot of articles exploring
cybersecurity. ISACA' auditor guidelines [12] and a detailed audit program based on the
NIST cybersecurity framework [13] for IS auditors. Cooke [14] presented the ISACA
audit process and give a brief review of cybersecurity vulnerabilities, threats and risks;
he also explained cybersecurity goals and related audit objectives. Clark & Charles [15]
presented key steps in Cybersecurity Audit preparation and requested documentation.
They also presented common challenges at such an audit.

I'URL: https://www.isaca.org/.
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Vuko et al. [16] analyzed and presented which factors explain the effectiveness of internal
audit in providing assurance about cybersecurity risk management. Ferrerira et al. others
[17] identified ways in which internal audits could contribute to ensuring the effectiveness
and improvement of cybersecurity controls. They explained that internal audit should not
focus only on high-level management and governance aspects, but also conduct detailed
assessments of operational activities.

Munster [18] explained that in the Voice of CISO report some 60% of CISO respondents
claimed staff are their greatest corporate cybersecurity risk. He also mentioned that nearly
a third of UK organizations (30%) still lack dedicated insider risk resources.

CSAM - Cybersecurity Audit Model with the main goal to improve Cybersecurity
assurance was presented by Sabillon et al. [19]. CSAM has been designed to address the
limitations and inexistence of cybersecurity controls to conduct comprehensive
cybersecurity or domain-specific cybersecurity audits. CSAM was validated also at three
Canadian higher education. The key findings indicate that tailored cybersecurity
strategies, when supported by continuous and comprehensive auditing, significantly
mitigate cyber risks in higher education environments [20].

Ilori et al. [21] critically analyze emerging technologies for cyber security auditing and
different standards, frameworks, and methodologies. As manual audit processes and static
compliance checks can no longer keep pace with the dynamic nature of today’s digital
environments. To address this gap, organizations are turning to the combined power of
Artificial Intelligence (AI) and blockchain technology to transform how cybersecurity
audits and compliance management are executed [22]. Miracle & Grace [23] explored
how machine learning can transform cybersecurity audits, focusing on its role in threat
detection, risk management, and compliance monitoring.

Recently a new field appeared in cybersecurity — cybersecurity risk audits. The
cybersecurity risk audit, as part of the monitoring and review of a cybersecurity risk
management system, refers to the countermeasures established during the risk treatment
stage [24] presented guidelines to perform such an audit, which consist of seven steps and
28 activities. Doris & Rosinski explained that the frequency and sophistication of
cyberattacks continue to increase, so organizations must adapt and innovate their audit
processes to remain resilient in the face of emerging threats. The findings underscore the
growing importance of cybersecurity audits, not only for ensuring compliance but also
for proactively identifying vulnerabilities and addressing threats before they escalate into
serious breaches [25].

6 Cybersecurity audits reports review

As part of short research, we attempted to examine whether new approaches were being
used in cybersecurity audits - the use of large language models and Al, and auditing
cybersecurity risks related to our research question.

Most audits, information security audit and also cybersecurity audits commissioned by
organizations and conducted by internal or external auditors are marked confidential and



not publicly released, as these releases could expose their vulnerabilities and allow
attackers to launch a successful cyberattack. Exception are audits carried out by Courts
of Audits —CoA (in some countries these are also named National Audit Organizations —
NAO, or Offices of Auditor General — O0oAG), these reports are mostly not marked
confidential. Napaka! Vira sklicevanja ni bilo mogoce najti. presents some audit
reports made by CoA regarding cybersecurity.

Table 1: Some audit reports

# | Audit title Issued by Published

A | Government cyber resilience NAO United Kingdom | 2025

B | Combatting Cybercrime 00AG Canada 2024

C | The strengths and weaknesses of NAFIN, | CoA Netherlands 2024
the digital armed forces network

D | Management of Cyber Security Incidents | NAO Australia 2024

E | Government control of national | NAO Sweden 2023
information and cyber security

F | Information security at higher education | NAO Sweden 2023
institutions

G | Audit of Cybersecurity Resiliency at the | Colorado State Auditor | 2023
Colorado  Governor’s  Office  of | USA
Information Technology

H | Effectiveness of cybersecurity | CoA Slovenia® 2021
management for critical infrastructure in
ELES

I | The  effectiveness of  ensuring | CoA Slovenia' 2021
cybersecurity in the Republic of Slovenia

J | Cyber security of border controls | CoA Netherlands 2020
operated by Dutch border guards at
Amsterdam Schiphol Airport

K | Cyber security and critical water | CoA Netherlands 2019
structures

L | Progress of the 2016-2021 National | NAO United Kingdom | 2019
Cyber Security Program

M | Information Technology Audit: Cyber | NAO Malta 2017
Security across Government Entities

Summary of audit reports in alphabetical order by country

Below is a brief description of the revision and at the end of the description in parentheses
is a link to the revision in the table 1.

NAO Australia’s objective of this audit was to assess the effectiveness of the selected
entities’ implementation of arrangements for managing cyber security incidents in
accordance with the Protective Security Policy Framework (PSPF) and relevant ASD
Cyber Security Guidelines (D). O0oAG Canada’s audit focused on whether the Royal

2 In Slovene language



Canadian Mounted Police and selected federal entities had the capacity and capability to
effectively enforce laws against cybercrime and to ensure the safety and security of
Canadians (B). NAO Malta embarked on a horizontal audit to compare the level of
adoption of selected cybersecurity controls across selected auditee sites. The horizontal
audit was conducted across 10 different Government entities (M). CoA Netherlands audit
in 2019 describes the audit the way in which the Minister of Infrastructure and Water
Management has prepared to deal with cyber attacks mounted against the critical water
structures managed on her behalf by the Directorate-General for Public Works and Water
Management (K). In 2020 they audited the measures taken by the Minister of Defence
and the Minister of Justice and Security to protect the IT systems supporting the border
controls operated by the border guards at Amsterdam Schiphol Airport against cyber
attacks (J) and in 2024 they audited concerns a communication network of wvital
importance to central government in general and the Ministry of Defence in particular:
the Netherlands Armed Forces Integrated Network (NAFIN) (C). NAO Sweden
published two cybersecurity audits: audit regarding whether the Government’s efforts to
strengthen Sweden’s national information and cyber security have been efficient (E ), and
audit of Information security at higher education institutions — management of research
data requiring protection, the topic of information security surrounding research data has
been in the spotlight (F). CaO Slovenia published in 2021 two audit reports: an audit of
the effectiveness of the Government of the Republic of Slovenia, the Office of the
Government of the Republic of Slovenia for the Protection of Classified Information, and
the Ministry of Public Administration in ensuring the cybersecurity of the Republic of
Slovenia (H), and audit to assess the cyberthreat preparedness of an organization that
operates critical infrastructure for electric power transmission (I). O0oAG USA in state
Colorado audited how is cybersecurity resilience among government bodies (G).

Above-mentioned Court of Audit reports covered specific domains of cybersecurity
objectives. The results of our research showed that auditors have not used machine
learning or Al as a tool to support their audits, which has been recommended by several
authors. Also, none of the reports concentrate on cybersecurity risk audits, which have
recently been recommended by Sanchez-Garcia [24].

7 Discussion

Al has significantly accelerated the pace of change across all segments of the business
technology landscape, including the audit and assurance world. For IT auditors, and for
auditors in general, Al and related technologies such as Large Language Models offers
tremendous value. This includes areas such as automation of audit processes, risk
identification, controls testing, continuous auditing, and more [26]. Similar conclusions
were presented by Hanry and Igbal [22]. Although Al was not used in the audit reports
reviewed, it offers potential value that will be demonstrated in future cybersecurity audits.

The audit areas presented by ISACA within the framework of the Cybersecurity
Information Systems Audit/Assurance Program [10] and already explained in this article
will be characterized in the future by an additional and independent audit of cybersecurity
risks, as presented by Sanchez-Garcia et al. [24].



There are some limitations of this paper. First, the sample of Courts of Audit reports was
small and covered some of the English written reports published on the Court of Audit
websites. Second, only Courts of Audit reports are publicly accessible. Third Court of
Audit in Slovenia has made until now only 2 cybersecurity audits.

There is still much space for further research in this area. At the Faculty of Information
Studies, a master's student is working on her final master’s degree thesis, where she will
survey all certified IS auditors in Slovenia about their experiences in the field of
cybersecurity audits. The results will be presented at the ITIS 2026 conference. Another
possibility for further research is to examine all the reports of the Courts of Auditors in
EU or even on a wider scale and conduct an analysis of the objectives, criteria, and
findings of individual reports. Such research would require a lot of resources. A further
research opportunity is to identify cybersecurity audits that will use Al or ML in their
implementation and analyze the results, advantages, and disadvantages. As it can be seen,
there is still a lot of potential for further research in this area.

8 Conclusion

Cybersecurity audit could help organizations’ owners and top management to identify
vulnerabilities and recommend measures on improving their security. Regular penetration
tests and cybersecurity audits with specific objectives can mitigate some cybersecurity
threats and risks, but they are not enough to avoid them completely. In the future Al and
large language models show potential to help IS auditors to deliver cybersecurity audits
more effectively and efficiently.
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Abstract: This paper provides a systematic analysis of different aspects, methodologies,
and technologies for stakeholder collaboration in cybersecurity. These aspects include
collective situational awareness, CTI (Cyber Threat Intelligence) sharing and utilization,
standardization and exchange of incident response playbooks, community building, and
group decision-making involving multiple organizational levels. The presented research
study incorporates collaborative mechanisms and multi-criteria decision analysis into an
advanced decision process, facilitating the proactive selection of mitigation measures
against cyber threats and attacks. The efficiency of the process is demonstrated through
its application to an electricity distribution network with a SCADA (Supervisory Control
and Data Acquisition) layer. The proposed approach allows organizations to improve
their proactive and reactive cybersecurity strategies, enhance operational and strategic
decision-making, and leverage the cybersecurity posture of corporate ecosystems.

Key Words: Group Decision Processes, Collaboration Technologies, Cybersecurity.

1 Introduction

The growing importance of cybersecurity in IT (Information Technology) systems, OT
(Operational Technology) networks, critical infrastructures, enterprises, society, and
everyday life is driven by intensifying digitalization, sophisticated cyber-attacks, and
geopolitical risks. According to the World Economic Forum, cybersecurity is an essential
resource for information societies that fosters development, accelerates progress, and
harnesses the potential of digital technologies to deliver outcomes beneficial to society
[35]. It enables critical infrastructures and services to work, allows people to perform
their daily routines, and can favor socially acceptable outcomes of digital technologies.

Yet, cybersecurity introduces many challenges. A big issue in corporate environments
relates to the cascading effects of cyber-attacks that can compromise dependent assets
operated by several stakeholders. Moreover, to efficiently manage cyber threats and
facilitate strategic decision-making, experts must be provided with rich information and
encouraged to share knowledge and procedures for cyber-attack detection and response.
Therefore, the focus moves increasingly to the collaborative aspects of cybersecurity,
which include CTI (Cyber Threat Intelligence) sharing, adoption of group platforms,
standardization of incident response procedures, establishment of communities, and
(cross)organizational group decision-making. Several past studies about organizational
decision-making for cybersecurity confirm this assumption [1, 20, 28, 33, 36].

This paper systematically addresses the methodologies for collaboration and group
decision-making in cybersecurity. It discusses their application and presents some results
of the Horizon 2020 CyberSEAS research project [10] dealing with CTI exchange and
cooperative incident response management. It also elaborates on the group multi-criteria



decision-making process for cyber-attack mitigation, which we introduced in the scope
of our preceding research work [8]. The paper extends this process and applies it in real-
life settings to demonstrate its usability and efficiency.

2 Organizational Decision-Making

In cybersecurity, collaboration between different levels of the organization is essential to
ensure decisions are made with input from those affected and to build support for the
chosen course of action. NIST (National Institute of Standards and Technology) suggests
a multi-tiered risk management approach, encompassing organization, business process,
and information system levels [31]. This approach is adopted by the group decision-
making process for cyber-attack mitigation presented in Section 4. It is generalized in
Figure 1, which shows the competencies at different levels and the decision-making roles
that participate. All organizational levels must collaborate coherently in the decision-
making process to cover complementary aspects. In this way, cybersecurity analysts
evaluate technical requirements at the information system level. Their evaluations are
combined further with the assessments at the business process level, where business
analysts and executive staff consider financial, reputational, operational, and risk
tolerance requirements, as well as organizational metrics, including RTO (Recovery Time
Objective) and RPO (Recovery Point Objective).

Strategic CTI
Level1 ﬂﬂm Eye view of the organization's threat landscape and risks
Organization/executive Executive | Understandinghigh-leveltrends and adversarial motives
Organizationalthreat management board Helps executives and key decision-makers make high-
Definition of organizational policies level decisions
Level 2 222 Operational CTI
Businessprocess ﬂww Understanding adversarial capabilities, TTPs,
Continuous threat exposure management clso and infrastructure
Infrastructural and operationalthreat management clo Leveraging understandingto conduct targeted
Definition of cybersecurity processes and controls CT10 and prioritized cybersecurity operations
Specification of financial, reputational, operational, CBO Proactivelydefenqi‘ng ?ga‘”S‘ cyber-attacks
and risk tolerance requirements 00 through mitigation measures
Level 3 Tactical CTI
Information system Security Information on cyber-attacks and threat
Implementation of cybersecurity mechanisms analyst indicators (atomic, static, and behavioral loCs)
Specification of technical, informational, and ;::ﬁ:: Ingestion of loCs into defensive security systems
environmentalrequirements IR team Insights for incident response teams

Figure 1: A multi-tiered approach to organizational decision-making leveraging CTI.

The organization and business process levels support cybersecurity risk management and
continuous threat exposure management, two of Gartner’s top cybersecurity trends [15].
The first focuses proactively on resilience investments. The latter allows organizations to
continuously evaluate accessibility, exposure, and exploitability of digital and physical
assets to highlight vulnerabilities and threats by aligning assessment and remediation with
threat vectors. Organizations can utilize CTI to achieve this. Several categories of CTI
are employed to provide insights at various abstraction levels, as presented in Figure 1.
Individual CTT categories are therefore suitable for different types of decision-makers in
alignment with corresponding tiers of the organization.



ISO/IEC 27002:2022 [19] and NIST [21] consider CTI an important collaborative effort.
CTI shared within communities can be beneficial because member organizations often
face actors that use common TTPs (Tactics, Techniques, and Procedures) targeting the
same or similar types of systems and information. Hence, cyber defense is most effective
when organizations cooperate to defend against threat actors, involving the interaction of
stakeholders possessing diverse knowledge, skills, and tools [2, 4]. Figure 2 shows the
collaborative process of decision-making and CTI sharing and utilization.
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Figure 2: A collaborative process for decision-making, CTI sharing, and CTI utilization.

The idea behind CTI exchange is to create situational awareness among stakeholders
regarding the newest threats and vulnerabilities, which allows for swift and proactive
implementation of remediation strategies and actions [34]. Situational awareness helps
organizations obtain and integrate relevant cybersecurity information [18], enabling them
to leverage the analytic capabilities, knowledge, and experience of sharing partners within
a community of interest, thereby enhancing the defensive capabilities of multiple parties
[17]. Franke et al. [14] argue that situational awareness is best understood by combining
three complementary perspectives: socio-cognitive, organizational, and technological.
This aligns with the three organizational levels we propose in Figure 1.

3 Coordination and Cooperation for Incident Response

Collaborative activities in cybersecurity are recommended by several standards and
required by national and international legislation. In the European Union, the NIS 2
Directive [12], CER (Critical Entities Resilience) Directive [13], and NCCS (Network
Code on Cybersecurity) [11] are of particular significance, especially in essential services
and critical infrastructures, such as banking, healthcare, and the energy sector. To adhere
to the regulations, it is necessary to introduce standardized collaborative mechanisms
targeting 1) required coordination of SOCs (Security Operation Centers) and CERTs
(Computer Emergency Response Teams), 2) common incident response procedures and
rules, 3) communication and information-sharing strategies, and 4) unified data formats,
structures, and tools for collaboration and reporting. These mechanisms should be applied
in response to detected cyber incidents.



Figure 3 gives a generic representation of coordination and cooperation to facilitate
incident response management and proactive cyber-attack mitigation. Incident response
adheres to the regulatory requirements and is operationalized with playbooks, which are
collectively modeled and shared in the community. Situational awareness and CTI
exchange between SOCs and CERTs allow for continuous enhancements of incident
response based on operational feedback and newly detected cyber threats. CTI also
enables proactive cyber-attack mitigation and protection of corporate assets. An important
activity is multi-criteria group decision-making. Its purpose is twofold. Firstly, it allows
SOCs to evaluate the efficiency of countermeasures. Secondly, it is applied for incident
impact assessments to direct incident response and reporting. According to legislation,
reporting rules depend on the severity of incidents [29, 30]. Incident response actions are
also triggered according to the scale of incidents and the damage they cause. Only high-
impact incidents require swift response, extensive coordination, and strict reporting.

Incident response management

Adherence to Playbook Playbook
regulatory specification, . execution,
frameworks (NIS2, specialization, and Playbaok sharing coordination, and

NCC, CER,CRA ...) generalization reporting

| |
® ° °
loCson
threats and eee
incidents CSIRT SOC1 SOCN

Cyber threat intelligence .
Protection of

. . . corporate assets
Situational Group decision- .
. CTl exchange through proactive
awareness making
cyber-attack

mitigation

Frameworks, feeds, ML MCDM MISP, STIX, TAXII

Figure 3: Cooperation for incident response and cyber-attack mitigation.

Reporting and coordination activities should be integrated into standardized incident
response procedures represented as playbooks and aligned with the incident response life
cycle [26]. The structured approach to playbook management is a collective effort,
encouraging organizations in the community to learn from the best practices, enhance
response, or open the window for collaborative incident response and automation [16]. A
major benefit is a common repository of standardized playbooks, which can be uniformly
used by organizations from various sectors dealing with similar security issues.

The collaboration between SOCs and CERTs represents a solid basis for a unified
cyberspace. It is supported by CTI-sharing platforms, particularly MISP (Malware
Information Sharing Platform) and STIX/TAXII, where STIX is a common language for
describing threat indicators and incidents, and TAXII is a transport protocol [27]. A
prerequisite for collaboration is that organizations, sectoral SOCs, and national CERTs
connect in communities and establish trusted information flows. There are several ways
to engage in communities. Table 1 summarizes collaborative and group decision-making
scenarios underlying the common cross-border and cross-sectoral cyberspace.



Table 1: Collaborative and group decision-making scenarios.

Scenario Key steps and benefits

CTI sharing for the SOC  The SOC receives CTI information from the community to
proactively mitigate known cyber threats; the CERT acts as an
intermediary and the single point of contact.

CTI exchange from the The SOC shares CTI information about the detected cyber

SOC incident with the community to enhance the resilience of the
ecosystem (sectoral, cross-sectoral, cross-border); the CERT
acts as an intermediary and the single point of contact.

Standardized cooperation The SOC reports a security incident to the CERT through a

and reporting to the CERT standardized procedure; the CERT cooperates in incident
response and spreads situational awareness to the community.

Management and sharing Standard playbooks are available for the community of SOCs

of playbooks and CERTs, increasing awareness and knowledge on incident
response; SOCs and CERTSs share and enhance playbooks to
meet organizational and legislative requirements.

4 Delphi Cyber-Attack Mitigation Process

This section introduces the group decision process and the multi-criteria decision-making
methodology for cyber-attack mitigation. We elaborate on our previous work [8, 10]. We
also apply the process to a real-life setting to demonstrate its usability and effectiveness.

4.1 Group MCDM Methodology and Process

Figure 4 gives a compact representation of the group decision-making process. It includes
the standard intelligence, design, choice, and implementation phases [32]. The first two
allow the decision-making group to leverage situational awareness, CTI on the known
TTPs of attackers, and the common generic mitigation measures against these TTPs. The
process relies on the mitigation framework, providing two key capabilities. Firstly, it
facilitates the development of mitigation strategies based on the identified threats and
compromised assets. Secondly, it integrates the best practices and recommendations from
established sources, including MITRE ATT&CK [24], CSC (Critical Security Controls)
[9], NVD (National Vulnerability Database), and others.

The choice phase is based on the Multi-Criteria Decision-Making (MCDM) methodology
and the Delphi group decision-making process [7]. It incorporates incident impact
assessment, mitigation assessment, and mitigation selection steps. These steps are carried
out in several consecutive Delphi rounds until a consensus or a sufficient compromise is
reached. All three levels of the organization are involved in the decision, each focusing
on specific and complementary criteria. The incident impact assessment model includes
criteria on corporate impact, financial impact, technical severity, asset criticality, system
scale, safety concerns, and ecological concerns. The mitigation selection model addresses
technical requirements (expertise, equipment, cost, and time), IT and OT impact (CIA &
CAIC — Confidentiality, Integrity, Availability, and Control), infrastructural complexity,
asset dependencies, business impact, and business constraints (RTO and RPO).

The methodology uses the uniform Countermeasure Scoring System (CMSS). It unifies
quantitative and qualitative assessments as defined in Table 2. It is based on the widely
used Common Vulnerability Scoring System (CVSS) [25]. The boundaries of categories



are aligned for both systems, except that CMSS introduces the "Negligible" category to
make the distribution of categories more balanced.
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Figure 4: Group decision-making process for cyber-attack mitigation.

Table 2: Uniform countermeasure scoring system.

Negligible  Low Medium Critical
0.1t0 1.0 1.1t0 4.0 4.1t07.0 9.1t010.0

The quantitative approach is based on MAVT (Multi-Attribute Value Theory) [22]. It uses
the additive value function as a simple aggregation method to obtain the incident impact
score and the mitigation efficiency score, respectively:

s'(4) = 71W, sj (4D (1)
E(Mk) = 1W]S] (Mk) (2)

The additive value function requires the independence of criteria. This may not always
be valid, as criteria are interdependent in certain cases. However, the introduced impact
assessment and mitigation selection models utilize predominantly independent criteria.
For example, researchers consider the CIA (Confidentiality, Integrity, and Availability)
security attributes to have no interrelated dependencies. Macek et al. [23] recommend
using AHP (Analytic Hierarchy Process) related to CIA. Like the additive value function,
AHP assumes each element in the hierarchy is independent of all the others.

The methodology then correlates incident impact in Eq. (1) with mitigation efficiency in
Eq. (2), suggesting that a mitigation measure’s suitability, efficiency, and rationality are
inherently linked to the calculated severity of the incident that is addressed. The veto
function reduces the mitigation efficiency, resulting in the effective mitigation score:

SE(My) = sE(My) + UE(Mk)(lo - SE(Mk)) 3)



If there is no veto, the mitigation efficiency does not deteriorate. In the case of a strict
veto, the effective mitigation score reaches the most critical value of 10. For weak veto
degrees, veto impacts the mitigation efficiency linearly.

We determine the robustness of selected mitigation actions and strategies in the case
study, which is summarized in Section 4.2, by observing the change in the weight vector
required for the mitigation M, to become equally or less effective than any of the initially
inferior mitigations M;. An optimization program is applied for this purpose:

[z,
A,= min% subject to 4)
sP(My) = _7:1 WijE(Mk) > s (M) (5)
Z?zle =LwM" sw SswiVji=1,..,n (6)

CMSS allows for a direct mapping of scores to facilitate the qualitative approach. We can
also use the DEX (Decision EXpert) method [6] in our case study.

The group decision-making process implements the Delphi technique. Quantitative and
qualitative measures of central tendency are calculated in each round. For impact scores,
they are presented as follows:

V(CSE;, A;): (Shin Sivg Smax) for {DMy, ..., DM,,,} (7)
V(CSE;, 4;): (Chins Chiegians Chax) for {DMy, ..., DM} (8)

The minimum, maximum, and average quantitative scores and the best, worst, and median
categories are presented in Eq. (7) and Eq. (8), respectively, based on the opinions of all
decision-makers for each combination of a cybersecurity event and an asset compromised
by this event. Equations are similar for mitigation scores calculated for individual
mitigation actions and complex remediation strategies:

V(CSE;, A;, My): (SEins Skug, Shax) for {DM,, ..., DM,,}, My, € {MA,,RS;}  (9)
V(CSE;, Aj, My,): (CEin, CEegians Chax) for {DMy, ..., DM}, My € {MA,, RS} (10)

4.2 Application of the Process

We apply the group decision-making process in the EPES (Electrical Power and Energy
Systems) domain. Decision-makers from diverse organizational levels select mitigation
countermeasures to strengthen the resilience of an IT/OT integrated energy distribution
network supervised with a SCADA (Supervisory Control and Data Acquisition) system.
This case is relevant because cyber-attacks targeted at SCADA and substation tiers of the
grid have been documented in the past [3, 5].

Our additional case study focuses on the time-dependent increasing impacts of a cyber-
attack on a combined cycle powerplant. Because of their complexity, we will thoroughly
present both case studies in a follow-up paper. In this section, we provide a brief recap.
Figure 5 depicts the attack vector on the SCADA-supervised IT/OT integrated network.
Figure 6 gives a schematic representation of a possible MS, mitigation strategy. This ICS
(Industrial Control Systems) network strengthening strategy comprises a sequence of
relevant elementary mitigation actions from the MITRE ATT&CK framework. Finally,



Table 3 shows the Delphi statistics convergence for the MS, strategy in two consecutive
rounds of the group decision process. In the table, IS denotes the information system
aspect, BP represents the business process, MS is the overall quantitative mitigation score,
and MC denotes the qualitative mitigation category.
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T1204.002 Malware / Malicious file |:> indow: @E
TA0006 Credential access workstation

Provides access
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Figure 5: Attack vector on the SCADA-supervised energy distribution network.
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Figure 6: ICS network strengthening mitigation strategy.
Table 3: Convergence of Delphi statistics for mitigation scores.
MS, Ist round MS; 2nd round
Min Mean Max Min Mean Max
IS 3.87 5.51 7.32 3.26 4.69 6.33
BP 1.34 4.00 6.26 1.34 3.17 5.08
MS 2.60 4.76 6.79 2.30 3.93 5.70

MC Low Medium  Medium  Low Low Medium




5 Conclusion

Cybersecurity is an important driver of society because it enhances the safety of digital
technologies that are becoming essential in national critical infrastructures, corporate
environments, and everyday life. It should be treated as a public good. This means that
effective cybersecurity requires human interaction, collaboration, and decision-making.
Indeed, this is the main contribution and focus of the presented research. It proposes,
analyzes, and applies human-centric decision-making processes to advance the state-of-
the-art of cybersecurity.

The presented methodologies help share knowledge, raise situational awareness, and
facilitate collaboration and group decision-making. Group decision processes allow
stakeholders to incorporate all relevant roles, asset owners, and organizational levels into
proactive and reactive cybersecurity strategies. They strengthen CTI exchange, foster
strategic and operational intelligence in organizations, and enhance coordination between
SOCs and national CERTs. This provides a solid basis for regulatory compliance and lays
a foundation for comprehensive cybersecurity programs and policymaking.

The research presented in this paper applied the group decision process for cyber-attack
mitigation to the SCADA-supervised network. The case study in Section 4.2 shows that
the methodology can perform efficiently. It incorporates the complementary judgments
of decision-makers with various degrees of expertise and from different organizational
levels. It gives an insight into CTI regarding TTPs and common mitigations. The group
decision process allows decision-makers to assess accurately the real costs and effects of
all mitigation actions to calibrate financial and operational impacts.

The research has some limitations. Firstly, the methodology performs calculations on data
from multiple sources, including vulnerability databases, IoC (Indicators of Compromise)
databases, and risk analysis data. This is computationally intensive. Secondly, selecting
the best strategy in complex environments increases the intensity, which requires a high
degree of automation and integration to accelerate the process. Furthermore, there are
challenges associated with resources and human factors. At this point, when collecting
vulnerabilities, it is necessary to perform triage to verify a component is present since
CPE (Common Platform Enumeration) information is not guaranteed. Human interaction
is therefore needed in this process. To avoid it, integration of external services requires
significant effort to automate the methodology.

Within the scope of future research, we will enhance these aspects by developing machine
learning models to automatically derive initial scores of impact assessment and mitigation
selection criteria based on historical data. Decision-makers will then be able to elaborate
on these objective scores according to their subjective preferences and knowledge. The
framework’s evolution will improve automation by using a reinforcement learning model
to automatically estimate risks, predict vulnerabilities, eliminate the need for CVE triage,
and learn the best strategies. This will facilitate the group decision-making process by
providing correct information.
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Abstract. This paper provides an overview of a multi-criteria evaluation that was pre-
pared for evaluation of sustainable transportation initiatives for the Municipality of Kranj.
The paper outlines the methodology, data sources, evaluation results, limitations and fu-
ture considerations of the undertaken evaluation approach. The evaluation problem is
formalized using a multi-criteria decision analysis approach that involves defining the
criteria to measure success, defining the desirability of various values of the criteria and
defining their importance. A preliminary evaluation was conducted for two time periods:
December 2024 and April 2025, allowing for a demonstration of a comparative assess-
ment. The evaluation indicates that the main differences could be driven by seasonal
factors, such as bicycle use and air pollution. We also discuss and stress the importance
of data quality, timeliness, and considerations that need to be made with respect to the
interpretation of results.

Keywords. Sustainable Transportation, Multi-criteria Modelling, Evaluation

1 Introduction

Climate changes and their negative aspects are spurring actions world wide to alleviate
them. European Union (EU) is particularly active, with the European Green Deal policy
initiatives and various related support programmes and missions.

The NetZeroCities is a project supporting the mission /00 Climate-Neutral and Smart
Cities by 2030. In its scope, the projects UP-SCALE (UP-SCALE Urban Pioneers - Sys-
temic Change Amid Liveable Environments) and KReATIVE (Kranj’s Resilient Ecosys-
tem for Active Transformation, Innovation, and Visionary Engagement) tackle various
sustainable development topics, among which sustainable transport in the Municipality
of Kranj, in particular enhancements of data collection and integration for the purposes
of improved urban mobility applications and services for its citizens. In the scope of this
work, evaluation was recognized as a relevant aspect for effective monitoring and support
of the actions. The evaluation approach was to be as transparent as possible and should
allow for continuous, both short term and long term use.

In this paper we present the methodology, data sources, preliminary evaluation results,
as well as limitations and future work considerations related to the undertaken evaluation
approach. In the formalization of evaluation we followed elements of the Multi-attribute
utility theory [4] and in selection of criteria we sought inspiration in Sustainable Urban



Mobility Indicators (SUMI) [3]. An important factor in criteria selection, however, was
relevance for the intended user and actual data availability.

The paper is structured as follows: Section [2]introduces the modelling methodology,
Section [3] presents the selected criteria and the related value functions, followed by an
example of evaluation in Section d]and conclusion in the last section.

2 Methodology

Evaluations of complex entities or phenomena usually involve many criteria. This is the
case also with the evaluation at hand. Namely, it would be difficult to evaluate all the
activities through one criterion. As usually in such cases, we will employ multi-criteria
evaluation.

In order to perform multi-criteria evaluation, we need to define the criteria or attributes
that we take into account. We denote them as: Cy, Cy, ..., C,,. An example of a crite-
rion might be the number of passengers served in the public transport system. Another
example might be the number of traffic accidents. And there are of course many others
we might want to consider. In the criteria definition phase, it is important to identify all
the criteria that are relevant for our evaluation and are at the same time operational in the
sense that we can measure or assess them. The criteria can be composed of sub-criteria
and sometimes it is beneficial to explicitly model such a relationship. In this sense we
distinguish the basic and the aggregated criteria.

The criteria also need definitions of how they can be measured or assessed. For exam-
ple, the number of passengers might be a monthly number, or an average daily number,
or something else. It might be measured relatively precisely with sensors on the buses,
or it might be a result of estimates by the bus drivers. Of course, we should strive for as
accurate measurements as possible. While many criteria in our evaluation are numeric,
some are binary and have a value of true or false, or O and 1. These are usually criteria
that indicate goal achievements. The measurements of our criteria in a specific situation
(period) will be denoted as: x1, xo, ..., etc., where x,, represents the measurement of
criterion C,,.

Measurements of basic criteria are usually represented in different units, which hin-
ders their comparison and collective use, such as for any weighting and aggregation pur-
poses. In numeric multi-criteria evaluation we usually scale the measurements to a fixed
interval, most commonly to the interval [0,1] with a so-called utility function or value
function. Such a function transforms any input value (criterion measurement) into 0 for
the worst case, 1 for the best input values and in-between for the rest. This way we do not
only scale the input values, but can express our preferences at the same time. The prefer-
ences can also be piece-wise linear or non-linear in general. We denote the transformed
measurements as v(x1), v(za), ..., etc. The binary criteria can be handled in a similar
way, with a value of 0 or 1 commonly prescribed to false and true values respectively.

In multi-criteria evaluation, the scaled values of selected criteria are usually combined
into an aggregated overall value. There are various approaches to achieve this. In our case,
we use a simple additive aggregation model, which is a common choice. The overall value
in such a model is defined as:

Vv,w) = waz(%) €))
i=1



Where w; is a weight associated with the criterion C; and v;(z;) is the value function
of criterion measurement x;. For the aggregated criteria we will not use further transfor-
mations. Such weights, which all together sum to 1 are to be defined for all the criteria.
The weights are used to express the relative importance of criteria.

This relatively simple aggregation approach allows for some transparency of the mod-
els and ease of interpretation of the results. There exist, however, even more transparent
methodologies that are qualitative in nature, such as DEX [2]], but we did not opt for their
use for two reasons. Firstly, most of our model’s input values are numerical and do not of-
fer a straightforward transformation to qualitative values. Secondly, because we need the
model to be relatively sensitive in order to reflect even slight changes of measurements.

For the purpose of our evaluation we observe and analyze both individual criteria and
their overall value and their changes during at the start and at the end of a specific evalu-
ation period. However, the methodology as set-up is made to be used also for continuous
long term evaluation.

3 Criteria and value functions

In this section we outline the criteria considered in the evaluation and how the criteria
values are to be assessed. The criteria to consider were selected based on the project’s
documentation, SUMI and the available data sources.

3.1 Bus occupancy

The bus occupancy criterion stands for the average occupancy of the sensor equipped city
buses in the last month. With occupancy, we mean occupancy of seats and standing areas
that are dedicated to passengers. Bus occupancy is measured with sensors mounted in a
selection of buses. The equipment enables detection of bus entrances and exits, but not
mapping of one to another (which entrance and exit were made by the same user), so we
can estimate the number of people on the bus at any given moment, but not for example
the length of individual rides.

The number of buses considered remained constant throughout the project. However,
the routes on which the sensor-equipped buses are used in practice cannot be fixed, as
they change dynamically according to the needs and requirements related to the situation
at hand (state of the rest of the fleet, etc.).

Bus occupancy data is provided for one minute intervals for all the time when the bus
is operational (turned on). Sensory readings are to some extent false, as we noticed that
in some cases there are more exits than detected passengers. This could be attributed to
people crowding in the exit area and can happen also in the entrance area for the case of
entrances. Our estimation of the number of passengers thus uses some corrective mea-
sures, such as rolling minimum, mean of cumulative counts, and definition of points in
time in which the entrances and exits should not increase, such as during bus movement.

The value function for the bus occupancy criterion is shown in Figure[I] No occu-
pancy is used for the zero value and 3/4 occupancy or higher as the one which yields the
maximum value of 1. According to this value function, constant maximum occupancy or
over-occupancy would also hold the value of 1, which is a point to note and potentially
revisit.
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Figure 1: Value function of the bus occupancy criterion.
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Figure 2: The value functions of criteria related to passenger satisfaction.

3.2 Passenger satisfaction

Satisfaction of the passengers with the public transport system is very important, but it is
also a phenomenon that is difficult to assess regularly and in an unobtrusive manner. In
our case, the assessment is made through a questionnaire that is employed in two time
periods. This is one of the rare criteria that we cannot assess continuously.

The questions about passenger satisfaction in the questionnaire are formulated with
an explanation: Please indicate on a scale from 1 to 5, how would you rate the state of the
city’s bus service?(1 - very poor, 5 - very good). followed by the elements to be evaluated:
Schedule, Punctuality of buses, Feeling during the ride, Frequency of bus-stops, Cleanli-
ness of bus-stops, Friendliness of bus drivers, Cleanliness of the buses, Payment system,
Locations of bus stops, Price, Equipment of bus stops with covered bicycle stands.

For the purposes of our evaluation model, we are considering four of these questions.
The data collected in these questions will be averaged and the outcomes transformed with
the corresponding value functions and aggregated with equal weights into the overall
passenger satisfaction as shown in Figure

3.3 GHG emissions

Emissions of GHG are a common phenomenon to consider in sustainability assessments.
We focused on the C'O, emissions that are directly caused by the bus fleet during opera-
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Figure 3: The GHG emissions of the bus fleet value function: the lowest value worst per-
mitted corresponds to the entire fleet operating only the vehicles according to the lowest
permitted standard.

tion. There were 11 buses used in Kranj for public transport in the time of the project, 3
diesel hybrid ones and 11 electric ones. According to available data, we used 885 g/km
as the estimation for the emissions of the diesel hybrid buses and 0 g/km for the electric
ones. Our assessment is based on the kilometers actually driven by each bus type in the
assessment period. The first threshold of the value function (see Figure [3) is set to 0,
which is achievable according to our definition of emissions with a fully electrified bus
fleet. For the second threshold, the worst case, we took the maximum distance driven by
a bus in a month in the observed period from November 2024 to April 2025 (38686 km in
March 2025), which was multiplied with the emissions of diesel hybrids (885 g/km) and
the total amount (11) of the buses used. This gives us the threshold value of 34237.

3.4 Local pollution

We have considered the measurements of PM10 and PM2.5 particles, which are pub-
licly available for Kranﬂ Concentrations of finer PM2.5 particles are more indicative of
pollution by traffic[1]], so we focus on these. The PM2.5 limit values according to EU
standardﬁ are at yearly average of 20ug/m?, which affects our value function as shown
in Figure 4]

3.5 Traffic jam delays - punctuality

‘We measure bus punctuality as the difference between the planned (according to schedule)
and real time presence of the bus at the station, which is assessed according to the bus
GPS position and time of this measurement. Presence within 50 meters of the station
is considered "on station." Any deviation from this is a discrepancy - typically a delay,
although early departures are also included. The inputs that we are considering in the
value function (see Figure [5) are 30 day averages over all the bus stop events. As a
measure of average we are using the median in this case, as it is robust to rare outlier
events (e.g., extreme one-time delays due to rare events), which might affect the mean.
The fist threshold is at O, while the second one is at 10 minutes.

Ihttps://www.arso.gov.si/zrak/kakovostzraka/podatki/dnevne_koncentracije.html
Zhttps://environment.ec.europa.eu/topics/air/air-quality/
eu-air-quality-standards_en
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Figure 4: Value function of the local pollution criterion.
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Figure 5: The value function of the bus punctuality criterion.
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Figure 6: Value function for the number of cars in city traffic.

3.6 Number of cars in city traffic

The number of cars in city traffic is estimated based on automatic measurements of three
sections that are close or cross the central part of Kranj. These are: 244 KR Primskovo
2, 718 KR Zlato polje and 913 Kokrica. The measurements of interest are daily average
counts of cars based on the readings in the last 30 days. As the measurements are provided
separately for two directions of traffic in each section, we use the average of the two
directions. The low number threshold of the value function is set at 3/4 of the average
daily measurement in the reference period and the high threshold is set at a maximum
average daily measurement in the reference period as shown in Figure [6] As we had
data for the year 2024 and the first half of 2025, we considered the year 2024 to be the
reference period, which resulted in the low threshold to be set at 17346 and the high one
at 30501.

3.7 Use of bicycle sharing

Use of bicycles in general would be a useful criterion to consider, but as cycling counting
capabilities in Kranj are currently very limited, we have opted for the use of the informa-
tion on the KRsKOLESOM bicycle sharing system.

Specifically, we assess this criterion by the number of KRsKOLESOM rentals in the
last 30 days. In construction of the corresponding value function we consider the amounts
of the lowest and highest 30-day rental occurrences in a reference year. The low point
of the linear part of the function corresponds to the minimal number of rentals in a 30
day period of the reference year (2023), which is 2383, and the high point to twice the
maximal number of rentals in a 30 day period correspondingly. Such a maximum number
of rentals in our reference year is 10705. A sketch of the value function is depicted in

Figure

3.8 Traffic safety

As a proxy for the traffic safety criterion we use the number of reported traffic accidents,
as recorded in official police statisticsﬂ as an indicator of traffic safety. The utility func-
tion defines acceptable performance boundaries based on the lowest and highest monthly

3https://www.policija.si/o-slovenski-policiji/statistika/prometna-varnost


https://www.policija.si/o-slovenski-policiji/statistika/prometna-varnost

Use of KRSKOLESOM (W=15)

1.0
0.8
0.6
0.4
0.2

a0
\v vy

2381 21418 X
uses of KRsKOLESOM (last 30 days)

utility
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Figure 8: Value function for traffic safety.

accident counts observed over the past decade (2015-2024): 46 accidents (April 2020)
and 159 accidents (October 2019). The lower threshold, recorded during a period of
COVID-19 related movement restrictions, represents a challenging but aspirational target
rather than a typical good result.

4 Evaluation example

In this section we present the initial evaluation results evaluation in two time periods
(December 2024, and April 2025), based on the data gathered for the chosen criteria and
using the proposed value functions.

For evaluation of the bus occupancy, we used the data from the buses that were active
and submitting data in the evaluation period. In the data readings available, there were no
strong trends detected. The occupancy remained stable throughout the observed period.
In the December period the average occupancy was 4.9% and in the April period it was
4.6%.

Passenger satisfaction was assessed using a questionnaire, which was used in two sur-
veying sessions, one in October 2024 and one in April 2025. The results of the survey
in October are used as a proxy for our first evaluation point (which is in fact December).
The survey was conducted among citizens of Municipality of Kranj with a representative
sample in terms of age, gender and local community. The sample contains 28 respon-



dents. The average scores from the data collected in the survey are as follows: schedule
=3.03/3.25, punctuality = 3.11/2.95, feeling = 4.19/3.90 and stations = 3.85/3.79 for the
first/second period.

The estimated total C'O, emissions of the bus fleet in December are 5369 kg with a
daily average of about 192 kg and in April reach 5244 kg and a 187 kg daily average.
The fleet of buses that we tracked did not change during the project. The changes in the
emission estimates are therefore only due to more or less intensive use of one or the other
type of a bus. It is expected that the emissions will get lower, as additional electrical buses
are introduced and as hybrid-diesel ones are phased out.

The average daily concentration of PM2.5 particles depends a lot on the (heating)
season. In December period, the average daily concentration of PM2.5 particles was
24.260, which exceeds the threshold set for zero value. In April it was 9.730.

The median discrepancy of bus arrivals with the schedule was in December at 84
seconds, with the mean at 121.65, minimum at 0 and maximum at 1943 seconds. In April
it was 96, with the mean at 131.13, minimum at 0 and maximum at 858.

Daily average number of cars in the selected road sections differs mainly with respect
to distribution of week days and holidays. In our December evaluation period the detected
average daily number of cars was 22940.35 in one direction and 23037.94 in the other
(an average of these was used as evaluation input). In April, the detected average daily
number of cars was 24214.80 in one direction and 24720.23 in the other.

The bicycle sharing system was used 4566 times in December and 9153 times in April.
The lower number of uses in December is expected as it is one of the winter months when
the use of bicycle sharing tends to be lower.

In December 2024, there were 109 traffic accidents registered in Kranj. There is no
official statistics available for the month of April 2025 yet, so we used the latest available
value (109 traffic accidents as registered for December) as a proxy and placeholder. The
number of traffic accidents remains relatively stable over the years, with notable decrease
in the COVID-19 affected years of 2020 and 2021.

The overall evaluation results are shown in Figure[0and Figure[T0] We can see that the
latter score is better than the former. However, one must be careful in the interpretation
of these results and should exploit the transparency of the evaluation method for critical
assessment. In the case of this comparative evaluation, it is clear that the main effects are
seasonal, as the biggest difference is in bicycle sharing use and PM2.5 pollution, which
are both to a large extent affected by the season.

5 Conclusion

This paper details a methodology and assessment models for evaluating the impacts of
sustainable transportation initiatives. While the evaluations offer immediate insights, the
core contribution lies in the models themselves, their criteria, value functions, and data
sources that were designed collaboratively by the experts from the Municipality of Kranj
and the Jozef Stefan Institute. The models are intentionally transparent and simple to
facilitate wide stakeholder understanding and continuous adaptation.

Successful evaluation relies heavily on data availability, and our project and the work
presented in this paper highlighted the importance of data granularity, timeliness, and
abundance. This informed criteria selection and necessitated using proxies in some cases.
The report serves as a basis for discussions on data requirements for future assessments.
For example, our evaluations and additional supporting analyses showed that the use of



december

Bus Occupancy 0.00 75.00 4.317 0.058 0.500 0.029
Bicycle Sharing Use 2381.00 21418.00 4566.000 omns 0150 0.017
Traffic Safety 46.00 159.00 109.000 0.558 0.025 0.014
Schedule 1.00 5.00 3.250 0.563 0.100 0.056
Punctuality 1.00 5.00 3107 0.527 0.100 0.053
Feeling 1.00 5.00 4185 0.796 0.100 0.080
Stations 1.00 5.00 3.851 0713 0.100 0.071

Local PM Pollution 0.00 20.00 24.260 0.000 0.025 -
GHG Emissions 0.00 34237.00 5608.000 0.836 0.025 0.021
Delays 0.00 600.00 84.000 0.860 0150 0129
Number of Cars 17346.00 30501.00 22989.000 0.571 0.025 0.014
Total - - - - - 0.289

Figure 9: Evaluation results for the December period.

april
Bus Occupancy 0.00 75.00 4.392 0.059 0.500 0.029
Bicycle Sharing Use 2381.00 21418.00 9153.000 0.356 0150 0.053
Traffic Safety 46.00 159.00 109.000 0.558 0.025 0.014
Schedule 1.00 5.00 3.028 0.507 0.100 0.051
Punctuality 1.00 5.00 2951 0.488 0.100 0.049
Feeling 1.00 5.00 3.900 0.725 0.100 0.072
Stations 1.00 5.00 3.786 0.697 0.100 0.070
Local PM Pollution 0.00 20.00 9.730 0513 0.025 0.013
GHG Emissions 0.00 34237.00 5682.000 0.834 0.025 0.021
Delays 0.00 600.00 96.000 0.840 0150 0126
Number of Cars 17345.00 30501.00 24468.000 0.459 0.025 0.om

Total = = - N = 0.328

Figure 10: Evaluation results for the April period.

PM2.5 particle concentrations are not the best indicator of traffic related emissions in
Kranj, as winter heating seems to be a much more relevant source of this kind of pollution.
Municipality is already considering to put in place more targeted and locally detailed
systems for traffic related pollution assessments, which will provide more relevant and
more abundant data.

The evaluations for December 2024 and April 2025 periods revealed a higher overall
score in the latter period. However, interpreting this simply as a positive impact of some
initiatives is misleading. Assessments of individual criteria are more meaningful, facili-
tated by the model’s transparency. Acknowledging the influence of multiple factors, such
as seasonality, continued use of the developed approach will allow for mitigating such
influences, assessing medium to long term effects, and objectively evaluating the impact
of decisions.
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Abstract. Daily number of visits to any Wikipedia article can be obtained very simply.
This research-friendly policy enabled the scientific community to study the nature and
dynamics of global collective attention. However, Wikimedia Foundation has recently
made two major changes in the way article visits (pageviews or viewcounts) are calculated
and reported. The first change occurred in December 2019 and was related to bot traffic
filtering. The second change took place in May 2020 in order to advance the detection
and categorization of automated traffic. These changes improve the quality of pageview
time-series by making them more stationary and reducing anomalies. Yet they lead to
discontinuities that impact downstream tasks. The goal of this paper is to elucidate these
changes and discuss their implications for researchers.

1 Introduction

Wikipedia is the most comprehensive free online encyclopedia. As such, it attracts re-
searchers in both data science and social sciences. It is a major source for understand-
ing public interest, information-seeking behavior, and digital attention. In particular, re-
searchers frequently use pageview (viewcount) statistics from the Wikimedia REST API
or Pageviews API to analyze trends over time. This data is free and simple to obtain,
which resulted in several interesting papers over the last few years on collective attention
and its dynamics [1} 2} 3} 14} 5} |6].

For this reason, it is critical that research community is aware of any changes in how
viewcount data is measured and stored by Wikipedia. In this short paper, we report two
important and substantial recent changes in this. Namely, it appears that the way of how
the number of daily visits to Wikipedia articles (pages) is calculated has changed twice:
the first change occurred on the 1st December 2019, and the second on the 1st May 2020.

As best we can tell, these changes are not random but correspond to modifications
in Wikimedia data collection and bot filtering policies. Yet these changes introduce un-
wanted inconsistency of viewcount statistics for data taken before and after the changes.
In the rest of the paper we discuss this issue and provide a few recommendations for
researchers interested in collective digital attention.

1



2  Overview of Wikipedia Pageview Data

Pageview data on Wikipedia are generated from web requests to article pages. Initially,
the system distinguished only between “user” and “spider” traffic—where spiders were
self-identified bots (e.g., Googlebot). This categorization was naive, as many bots do not
declare themselves, leading to inflated user traffic metrics. Consequently, analyses using
data prior to 2020 may contain artifacts caused by automated agents.

In December 2019, Wikimedia introduced enhanced detection mechanisms for auto-
mated traffic that did not self-identify. As described in the Wikimedia Analytics docu-
mentation:

“We identified some automated traffic that was misclassified as user traffic
and built filters to remove them. This change affected pageview data as of
late 2019.” [8]]

Although not a full overhaul, this step marked the beginning of improved bot detec-
tion and had a measurable effect on data. The total view counts of many popular pages
decreased, and variability (standard deviation) in daily views was slightly reduced.

A more profound shift occurred in May 2020, when the Wikimedia team formalized
a third classification type: automated traffic. This category included non-self-identifying
bots previously lumped with user traffic.

An announcement on the Wikimedia Analytics mailing list dated 8§ May 2020 ex-
plained:

“A new ‘automated’ traffic class was introduced, better distinguishing auto-
mated traffic from genuine user traffic. This resulted in a 8—10% drop in
user-classified pageviews on English Wikipedia.” [7]]

This change sharply reduced noise in pageview data, especially for pages targeted
by scrapers or botnets. After this point, time-series analysis of Wikipedia data became
significantly more stable, with a notable drop in view count variance. This makes it much
easier to identify and measure the daily number of visits that come from human users.
This number is as of May 2020 very reliable.

2.1 Two ways of obtaining pageview data

There are two methodologies for acquiring Wikipedia page view statistics. The first
method utilizes the Wikimedia API, which facilitates the extraction of time series data
for a designated Wikipedia page over a specified temporal range. A notable advantage
of this technique is its capacity to distinguish between human and automated (bot) traf-
fic, thereby enhancing data fidelity. However, empirical measurements indicate that the
average response time per page query is approximately 550 milliseconds. Given that the
English-language Wikipedia comprises over seven million articles, comprehensive data
retrieval for the entire corpus would necessitate an estimated 45 days of continuous query-
ing. Furthermore, Wikimedia’s data usage policies discourage parallel querying to ensure
responsible and respectful access patterns.

An alternative approach involves the acquisition of daily aggregated page view counts
via Wikimedia’s publicly available data dumps. These data files, archived and compressed
by day, present cumulative view counts per page, inclusive of both human and automated
traffic. This method permits significantly expedited and large-scale data collection but
lacks the ability to disaggregate views according to traffic source.



3 Our research into collective attention

In this section we describe the research through which we became aware that these changes
took place.

3.1 Data collection

We first analyzed the viewcounts of all English Wikipedia pages for the entire year of
2023. The dataset was obtained by directly downloading the corresponding files, rather
than using the Wikipedia API. Subsequently, we filtered out all pages that did not reach
at least 10,000 total views during 2023. This filtering step served as a rough attempt to
identify a smaller subset of relevant or important pages that could be used for further
analysis. After applying this threshold, we obtained a list of 38,281 pages.

For the purposes of deeper analysis, we randomly selected 5,000 pages from this
filtered set. For these 5,000 pages, we retrieved all available historical viewcounts from
2-Jul-2015 through 1-Jan-2025 using the Wikipedia API. Importantly, when querying
the API, we restricted the data to include only views attributed to human users (“user”
category), excluding automated traffic.

The resulting dataset was organized into a tabular structure where each row corre-
sponds to a single day and each column represents a page. Thus, each row can be inter-
preted as a vector containing the viewcounts of all 5,000 selected pages for that day. In
this way, the full dataset consists of 3,471 such vectors.

We then measured distances between these vectors to capture temporal similarities
and changes in page view distributions. Euclidean distance was employed as the primary
metric, although alternative distance measures could also be considered given the high
dimensionality of the vectors. We then calculated distances between the first available
day (2-Jul-2015) and all subsequent days.
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Figure 1: Distances between the first available day and subsequent days.

The analysis revealed how the distribution of Wikipedia views diverged over time
from the initial baseline. The results of this analysis are shown in Figure [l| where each



point represents the distance between the first day and a subsequent day. Figure 2 shows
the same plot, zoomed in to the days from 1500 to 1900.
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Figure 2: Distances between the first and subsequent days zoomed from day 1500 to day
1900.

3.2 Analysis and interpretation

It is immediately noticeable that a significant change occurred around the 1600th day
and later around the 1765th day. The 1600th day corresponds to 18th November 2019,
meaning that the first shift in the trend took place in late November 2019. The second
shift occurred around 1st May 2020.

When natural intelligence encounters such results, the first thought is often an error in
data acquisition or preprocessing—a flawed dataset. At the same time, one might secretly
hope that it represents a genuine discovery. Specifically, distances between vectors can be
interpreted as a characterization of the dynamics of human attention. In this context, two
very sharp changes in trend were detected. One of them coincides approximately with
the onset of the COVID-19 crisis, suggesting the possibility of a meaningful discovery.
However, the second shift in May 2020 is less straightforward. It might correspond to the
end of widespread lockdowns.

Nevertheless, as was suggested in the earlier part of this work, these findings unfor-
tunately do not reflect such discoveries. Instead, we clearly identified that the observed
changes are due to modifications in the way Wikipedia itself calculates and reports view-
counts.

4 Conclusion and Implications for Researchers

These filtering changes create structural breaks in the Wikipedia pageview time series.
Any longitudinal analysis spanning the 2015-2024 period must account for:



- Overestimation of pageviews before Dec 2019.
- Transition uncertainty from Dec 2019 to Apr 2020.
- Cleaner, lower-variance data after May 2020.

We recommend splitting time series into three segments for normalization:

1. Pre-Dec 2019: High variance, includes many bots.
2. Dec 2019—-Apr 2020: Transitional filtering, partial bot removal.

3. Post-May 2020: Reliable user-only traffic.

The accuracy and interpretability of Wikipedia pageview data depend on understand-
ing these back-end changes. The introduction of refined bot filtering mechanisms in late
2019 and early 2020 significantly affected statistical properties of the data. Researchers
using these datasets must adjust for these discontinuities to ensure robust conclusions. In
any case, using viewcount data starting from May 2020 should be — as best we can tell —
very reliable and in no need of adjustments.
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Abstract: The rapid development of artificial intelligence in recent years has sparked
global debate on whether non-human systems can be recognised as inventors under
patent law. This paper examines the Slovenian legal framework to determine if Al-
generated inventions can be protected within the existing system of intellectual property
rights. It analyses the Slovenian Industrial Property Act and the Copyright Act, and
further European Union patent legislation - European Patent Convention. Findings of
this paper show that artificial intelligence can invent but cannot act as an inventor,
although the Slovenian Industrial Property Act does not explicitly define an inventor as a
natural person and may therefore leave the door open for non-human entities. This study
contributes to broader debates on how small jurisdictions such as Slovenia face the
challenges posed by artificial intelligence-driven innovation.

Key Words: artificial intelligence, intellectual property, industrial property, patents,
inventors

1 Introduction

Since the emergence of ChatGPT, there has been almost no scientific conference, whether
in economics, management, informatics, education, or any other field, where a single
topic has not overshadowed all others: artificial intelligence (Al). With curiosity, fear, and
uncertainty, we wonder how profoundly it will reshape our disciplines, redefine
established practices, and challenge long-standing assumptions. For some, Al represents
a powerful enabler of innovation, productivity, and creativity; for others, it raises concerns
about ethics, trust, and the displacement of human expertise. The intensity of these
discussions reflects societal unease with the speed and unpredictability of change,
especially since the most influential artificial intelligence tools are in the hands of a
handful of the richest individuals.

There are at least four intersections between Al and intellectual property (IP) as presented
in Table 1.

Table 1: Intersection of AI and IP



Authorship, inventorship Can Al hold or transfer IP rights?

IP management How does Al affect patent quality and
automation, IP search, strategy? How reliable are Al-based
detection and litigation infringement systems?

Protecting Al models and What IP regime best suits algorithms
data and datasets?

Access to Al, openness, Al  How should IP adapt to promote fair

as a source of plagiarism Al innovation? To what extent may

and Al as a plagiator students or researchers use Al as a
writing assistant? Can Al “plagiarise”
in its learning process?

In this paper, we will focus only on the first issue, Al as a creator. Al can now write novels,
create music, and produce artistic pictures. But can Al invent? This question reaches
beyond creativity in the artistic sense and touches the very core of scientific and
technological progress. An invention that can be protected as a patent implies novelty,
inventive step, and industrial applicability. While Al can generate countless variations of
existing knowledge, the debate remains whether it can truly identify problems,
conceptualise solutions, and contribute to society in a way that meets the standards of a
patentable invention. This paper does not have an ambition to answer this question
literally, but rather in the sense: if Al could invent, can it file a patent in Slovenia? So the
basic research problem is, how do intellectual property frameworks, particularly the
Slovenian law, respond to these challenges? Issues that existing laws were not designed
to address are Al’s capacity to autonomously create, modify, and utilise IP, which raise
complex questions regarding authorship, inventorship, ownership, and enforcement [1].

2 Method

The method employed in this paper is a review and analysis of current Slovenian
legislation on copyright and industrial property, with a particular focus on how these legal
frameworks address the challenges associated with Al. The study examines relevant
provisions of the Copyright and Related Rights Act, also known as the Copyright Act
(ZASP), and the Industrial Property Act (ZIL-1), as well as their interpretation in light of
European and international standards. Special attention is given to questions of authorship
and inventorship when works or inventions are generated with the assistance of, or
autonomously by, Al systems.

3 Results

Across the EU, member states exhibit varying degrees of adaptation to Al-related IP
challenges. Countries such as Germany, France, and the Netherlands are actively
discussing potential legal reforms, while others, including Poland, Greece, and Romania,
tend to rely more on existing frameworks and await further guidance from the EU [1].
And to which group of countries does Slovenia belong? From a review of online news, it



appears that the Slovenian Intellectual Property Office (SIPO) has acknowledged the
complexities introduced by Al in the realm of intellectual property (IP), e.g. [2] [3], but
direct views from the SIPO are missing, and Al is also not included in the recent National
Intellectual Property Strategy 2030 [4]. We can conclude that Slovenia might be one of
the countries which are waiting for further guidance [1]. Discussion on Al and IP is,
however, very active in the nongovernmental sector, specifically within the Open Data
and Intellectual Property Institute [5], which has organised lectures and other events
related to this topic [6] [7] and aims to raise broader awareness of the topic, e.g. [8].

In Slovenia, the Copyright Act (Zakon o avtorski in sorodnih pravicah, ZASP) [9]
primarily protects works created by human authors. Article 10 explicitly states: “An
author is a natural person who created a work of authorship.”

Current legislation does not explicitly address Al-generated content. A recent paper by
Bogataj Janci¢ and Purkart [10] addresses text and data mining in the Slovenian legal
system, specifically the implementation of the text and data mining (TDM) exceptions
outlined in Articles 57a and 57b of the Copyright Act. According to the authors, these
Articles provide both progressive and problematic elements of the European TDM
exceptions. The TDM exceptions permit the digitisation of analogue works for TDM,
remote access to content, and — specifically under the TDM exception for scientific
research — the sharing of results for TDM purposes. This represents a notably progressive
implementation that could serve as a model elsewhere. Rights holders are also required
to ensure that beneficiaries of both exceptions can effectively conduct TDM, and they
must respond within 72 hours; otherwise, they may face sanctions. Consequently, the
Slovenian legal framework provides a favourable basis for developing generative Al
models. The main shortcoming of the Slovenian implementation is that it does not
explicitly recognise access to freely available online content as lawful access, a point
clearly affirmed in Recital 14 of the DSM Directive. As a result, Al developers in Slovenia
may be placed at a significant disadvantage, though it is reasonable to expect that
legislators will eventually address this issue [10]. Nevertheless, researchers working on
open-access large language models (LLMs) for Slovenian or other languages retain a
solid legal foundation for collecting texts, building datasets, sharing them with others,
and developing LLMs under the Slovenian TDM exception [10].

Besides the Copyright Act, Slovenia also has the Industrial Property Act (Zakon o
industrijski lastnini - ZIL-1) [11], and in this case, it is less clear than in the case of
copyrights, who can be considered an inventor in the case of a patent (or designer in the
case of industrial design). The Industrial Property Act does not explicitly state that the
inventor or designer must be a natural person; however, in a few places within this Act,
we can conclude this indirectly, specifically in Articles 106 and 115.

Article 106 states: “The following data shall be entered in the patent register: /.../ data on
the inventor (surname, first name and address) ...”

Article 115 states: “(1) The inventor, his heir or other legal successor may, by filing a
lawsuit with the competent court ...”; “(2) The designer of the product design, his Aeir or
other legal successor may, by filing a lawsuit with the competent court ...” and “(3) The
action referred to in the first or second paragraph of this Article may also be filed by a
person who is entitled to the rights under a patent or design, if the patent is granted or the
design is registered in the name of the inventor or designer or another person ...”



We can assume that only a natural person must have a name and surname and can have a
heir, but this is actually not necessary at all. Al could also have a first name and surname
or any other identifier that allows it to interact socially or legally with humans. Unlike
natural persons, an Al’s identity doesn’t arise from birth, culture, or family lineage; it is
assigned, maintained, and potentially modified by its creators or users. Similarly, the
concept of a “heir” could be reinterpreted: an Al might “inherit” digital assets, data rights,
or decision-making authority from another Al or from a human owner, but this inheritance
would not involve biological connections.

Therefore, it is not easy to find in Slovenian law why Al cannot be considered an inventor
because Slovenian law does not explicitly define an inventor as a natural person, which
theoretically leaves room for broader interpretations. However, in practice, patent offices
and courts have consistently assumed that inventors are human. This creates a practical
barrier: even if Al generates an invention independently, there is no clear mechanism for
granting it patent rights, managing its obligations, or enforcing its interests. As a result,
the law implicitly excludes Al from being recognised as an inventor, not because of a
formal prohibition, but because existing legal structures are built around human or
organisational agents. This gap highlights a tension between the formal text of the law,
which could be interpreted to allow non-human inventors, and its application, which
remains anchored in human-centric assumptions. To put it simply: there is no formal
prohibition for AI inventors, but no mechanism exists to grant rights to Al since
inventorship is implicitly human-centred.

At the EU level, the legal situation is similar. In European patent law, human inventorship
is implicitly present [12], although, as implemented through the European Patent
Convention (EPC) [13], it does not explicitly define an inventor as a natural person. But
in practice, the European Patent Office (EPO) has consistently treated inventors as
humans with the basic assumption that each invention has an individualised human
inventor [12]. This is because the patent system assumes that inventors can hold rights,
be credited for their work, and be accountable for legal obligations. All these are roles
that Al cannot currently fulfil.

Notably, in recent years, there have been high-profile cases, such as the DABUS Al case
at the European Patent Office [12] [14], where applications listing Al as the inventor were
rejected by the EPO and national offices across the EU. The rationale given was that only
a natural person can be an inventor under the current interpretation of patent law [12],
[15], even if the statutory text does not explicitly state this. This illustrates a broader
tension: while EU law may not formally exclude Al from inventorship, its application is
firmly human-centred. The debate is ongoing, with some scholars and policymakers
suggesting reforms.

4 Discussion and conclusion

This paper examines the legal status of Al as an inventor under Slovenian law and also
compares it to EU patent law. While neither Slovenian law nor the EPC explicitly defines
an inventor as a natural person, practical application has consistently treated inventors as
humans, reflecting the legal system’s reliance on human-centric concepts of rights. This
results in the gap between the formal neutrality of the law and its human-centred



enforcement: Al can invent but cannot be an inventor.

Case studies, including the DABUS Al cases [14], illustrate how current practice excludes
Al from formal recognition, despite its capacity for autonomous invention. In this case,
different patent offices were asked to decide whether a patent could be granted for an
invention listing the Al system DABUS as the inventor. All applications were ultimately
rejected, albeit for different reasons. The European Patent Office based its decision on
formal procedural rules, the UK Intellectual Property Office examined substantive legal
considerations, and the US Patent and Trademark Office relied on the interpretation of
statutory language [16].

Since inventorship is tied to concepts such as intention, responsibility, and rights, which
are attributes that legal systems assign only to natural persons, it is probably entirely
appropriate that Al cannot be recognised as an inventor. However, the perceived tension
stems from the increasing ability of Al systems to generate inventive outputs. As
Albayrak [14] noted, the question of Al ownership of inventions under patent law remains
unresolved, with no clear legal consensus to date. Determining whether the Al itself or its
human operator should be recognised as the inventor is a challenge that the legal system
has yet to address. Patent law must evolve in step with advancements in Al, ensuring that
Al-generated innovations are properly encouraged and protected. For Slovenia, it is not
necessary to wait for EU-level reforms; national policymakers could already take
proactive steps to adapt the legal framework, clarify ownership issues, and provide
guidance for inventors and businesses.
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Abstract: The use of artificial intelligence (Al) in education is a topic of growing
research interest as its application in schools and universities is growing exponentially.
This article addresses five research questions: current trends and statistics on the use of
Al in education, the advantages and disadvantages of its use, the different perspectives of
students and teachers, Al-based tools in education, and how Al could change education
in the coming years. The findings highlight a significant growth in the use of Al, from
adaptive learning platforms and automated assessment tools to personalised teaching
systems. While Al improves efficiency, personalisation, and accessibility, it also raises
concerns about data privacy, equity, and over-reliance on technology. A comparative
theoretical analysis shows that students often emphasise the convenience and benefits of
Al for inclusion, while teachers are more cautious and focus on pedagogical effectiveness
and ethical issues. An overview of the main categories of Al tools used in education
includes tools for people with disabilities, intelligent tutors and learning agents, chatbots,
personalised learning systems, and visualisations and virtual reality. In the future, Al is
expected to influence policy debates on curriculum design, teacher training, data
management, and digital inclusion. By exploring the opportunities and challenges, while
also connections, contradictions, and gaps in the literature, this study advises educators
and students to use Al cautiously, informedly, and responsibly, ensuring that artificial
intelligence supports rather than replaces human-centred teaching and learning.

Key Words: Artificial Intelligence in Education, Transformation of Education, Teaching
and Learning

1 Introduction

Artificial intelligence (Al) is rapidly transforming the educational landscape, offering
innovative solutions to enhance teaching and learning processes. The integration of Al in
education is multifaceted, impacting various aspects of learning and teaching efficiency.
Nonetheless, in general, opinions prevail that Al can facilitate teachers' administrative
tasks and help implement innovative teaching methods to make learning more interactive
and interesting. But first, educational institutions must understand how to make optimal
use of Al and prepare educators and students to exploit its capabilities effectively [1].

Despite its benefits, integrating Al into education presents several challenges, including
ethical concerns about privacy, bias, and accountability. Ensuring responsible Al
governance and addressing these ethical issues are critical to leveraging Al's full potential
in education [2] [3]. Furthermore, resistance from educators and the need for substantial
financial support to build adequate infrastructure are significant barriers to Al adoption



[4] [5]. On the other hand, “non-resistance” from students is worrying, so it is essential
to educate students about the pitfalls and responsibilities of using Al for learning.

For this reason, we decided to set the following research questions:

- What are the key statistics and trends on the use of Al in education?

- What are the advantages and disadvantages of using Al in education?

- How do students and teachers differ in their views on the use of Al in education?
- What Al tools are available for education?

- How could AI change education in the coming years?

2 Methods

This theoretical study adopted a qualitative research design grounded in a systematic
review of the recent scholarly literature on Al in education. The methodological approach
consisted of three sequential stages: identification of relevant sources, application of
inclusion and exclusion criteria, and qualitative analysis through thematic synthesis.

In the identification phase, peer-reviewed journal articles and conference proceedings
published between 2023 (the year 2023 marks a critical turning point in Al development
and adoption, particularly following the emergence and widespread dissemination of
advanced generative Al systems) and 2025 were retrieved from academic databases,
including Scopus and Google Scholar. Furthermore, the Consensus Al tool was used to
supplement the literature database.

The selection phase entailed screening based on predefined inclusion criteria: (a) explicit
focus on Al applications within educational contexts, and (b) contribution of empirical
data, theoretical insights, or policy analysis. Exclusion criteria included sources that
addressed purely technical aspects of Al development without a substantive connection
to educational practice or theory.

For the analysis phase, a qualitative content analysis was employed. Publications were
systematically reviewed according to categories derived from the guiding research
questions: trends and statistical insights; advantages and disadvantages of Al adoption;
students' versus teachers' perspectives; available Al tools; and projected future
transformations. Comparative analysis across studies enabled the identification of
convergences and emergent themes. Then, Al was used to synthesise key findings from
each relevant source. Al was also used to stylistically and linguistically improve the
paper's text, for translations, to edit the literature list, and to harmonise the text with the
instructions.

3 Results

3.1 Statistics and trends of the use of Al in education

Al is increasingly being integrated into educational systems, offering a range of benefits
and applications. There is a rapid global uptake of generative Al adoption, especially in
higher education [6, 7] and STEM fields [8, 9]. In general, as regards the regional and
demographic disparities, there is evidence that male, urban, and IT students are more
likely to adopt AI [10].

On the teachers' side, empirical studies reveal that the leading countries in Al in education
are China, the US, Russia, and the UK, based on research output and implementation,
while 90% of Al in education research was published since 2019 [11].



There was also a significant positive effect of Al on academic achievement, measured at
0.857-0.924 [12, 13], while Al can also reduce administrative burden. E.g. Al systems
can automate the grading process, reducing the time required for assessment by 60-70%
and increasing accuracy by 25-30% [14].

As regards the usage frequency among students, a recent study [15] reveals that:
- 8% to 31% of students use Al daily in their studies.

- 6% to 15% of students use Al 3-4 times per week.

- 17% to 20% of students use Al 1-2 times per week.

- 14% to 40% of students use Al 1-2 times per month.

- 20% to 29% of students reported never using Al in their studies.

On the student side, as much as 64—70% of students find Al-driven personalised learning
helpful [8, 9]. Moreover, it was proven that Al-driven personalised learning can improve
learning efficiency by 35% and knowledge mastery by 40% over traditional methods [16].
An important benefit of Al is also observed in improved engagement, since Al tools have
been shown to increase student engagement from 45% to 78%, and higher completion
rates, as assignment completion rates increased from 67% to 85% with the use of AI[17].
Lastly, it was also proven that personalised Al-driven learning systems can improve
overall student performance by 15-20% [14].

3.2 Advantages and Disadvantages of Using Al in Education

Besides the many advantages of Al in education, as presented in the statistics above, this
section also warns about its disadvantages. Both advantages and disadvantages are noted
in relation to students, but also to teachers. Nonetheless, as teachers are generally more
cautious, students are generally less critical and use Al less carefully.

Focused on the advantages, we already mentioned benefits for students: personalised
learning, which is enabled by Al by adapting educational content to individual student
needs, enhancing engagement and comprehension [18, 19], and intelligent tutoring
systems that provide tailored feedback and support, which improve academic outcomes
[20, 21].

The second benefit for students is enhanced student engagement, as Al tools can increase
motivation and engagement through interactive and adaptive learning environments [21,
22] and, through gamification and interactive content, foster a more engaging learning
experience [23, 24].

The third benefit for students is accessibility and inclusivity, as Al supports inclusive
education by providing resources and tools that cater to diverse learning needs and styles
[22, 24] and by offering round-the-clock interaction and support, making education more
accessible [23].

On the side of teachers, studies reveal two main benefits. The first is improved
performance and feedback: Al systems can provide immediate feedback and assessments
[25, 22] and streamline the evaluation process, ensuring timely and consistent feedback
[26, 27]. The second main advantage for teachers results from the automation of
administrative tasks, which frees up time for educators to focus on teaching [18, 19] and
enhances task management and data processing, making educational processes more
efficient [28, 23].



As regards the disadvantages, they mostly affect both students and teachers, although in
most studies the focus is on students. There are two main challenges where students are
less educated and critically evolved:

- bias and accuracy issues, as Al systems can exhibit biases based on the data they are
trained on, leading to unfair or inaccurate outcomes, and insufficient labelled data can
result in errors and unreliable performance [29].

- technological dependence in the sense of over-reliance on Al, which can lead to a lack
of human interaction and reduced interpersonal engagement in the classroom [26, 30],
and a risk that students’ dependence on technology potentially hinders their critical
thinking and problem-solving skills [30].

There are also significant ethical, privacy and security concerns [18, 27], and therefore
ensuring the ethical use of Al and protecting student data are critical challenges that need
to be addressed [27]. Moreover, there are cost and implementation challenges, including
potentially high upfront costs and the need for substantial investment in Al infrastructure,
which can be barriers to implementation [27], as well as maintenance and updating Al
systems [28].

It is important to note that substantial training and ongoing education are needed in
relation to the proper and well-exploited potential of Al tools in education, which can be
a significant challenge for teachers [29]. At the same time, the integration of Al may also
lead to a reduction in traditional educational jobs [20, 28].

3.3 Teachers' Perspectives on Al in Education

To present the differing perspectives of students and teachers on the use of Al in
education, we summarise insights from several studies. First, we present the teachers’
perspective, and after the students’.

Teachers' perceptions of Al vary significantly, and it was proven that it is in relation to
their experience. Namely, those with more than 10 years of teaching experience had more
open attitudes towards Al than those with less than 5 years of experience [31].
Nonetheless, in general, teachers perceive more limitations than benefits in using Al, with
concerns about inappropriate use and lack of critical review of Al-generated results [32].
Challenges include the potential to undermine human connection, ethical concerns, and
the need for greater effort than traditional methods [33, 34], while benefits identified by
teachers include facilitating tasks, access to resources, and the potential for personalised
learning and enhanced student engagement [32, 33]. Teachers also see Al as a tool to
support teaching by preparing lesson plans, generating teaching materials, and diagnosing
learning difficulties [34]. However, there is significant concern about Al's impact on the
risks associated with verifying knowledge [35].

As regards students' perspectives on Al in education, they generally view Al as a
collaborator in their learning process, helping them generate ideas, work on tasks, and
engage socially [36]. For this reason, they use Al primarily to search for information,
simplify and correct their work, generate content, and assist with assignments [35, [37].
Students appreciate Al for its ability to provide individualised instruction, automate tasks,
and enhance the learning experience [38, 39]. At the same time, concerns include Al's
inaccuracy and potential for errors, which decrease trust in Al tools [35]. For this reason,
they also recognise the irreplaceable role of human teachers [40].



3.4 Al tools in education

Al is increasingly integrated into educational settings, offering a range of tools that
enhance learning, teaching, and administrative processes. In continuation, we list some
key Al tools and their applications in education:

- disability tools are designed to assist students with disabilities, providing tailored
support to enhance their learning experience [41],

- intelligent tutors and teachable agents, which offer personalised tutoring by adapting to
individual student needs, helping to improve learning outcomes [41, 42],

- chatbots like ChatGPT, Gemini, and Microsoft Copilot are used for various educational
purposes, including answering student queries, providing feedback, and facilitating
interactive learning experiences [43, 44],

- personalised learning systems (PLS), which adapt content and learning paths to meet
the unique needs of each student, enhancing engagement and learning efficiency [41, 45]
[46, 47], and

- visualisations and virtual reality (VR) tools to create immersive learning experiences,
making complex concepts easier to understand [41].

Studies also focus on some specific Al tools, as:

- ChatGPT large language model (LLM), which is most widely used for generating lesson
plans, providing differentiated instruction [48] [49], offering automated and personalised
feedback to students [50, 51], and is also used for creating customised content, and
providing virtual tutoring [46, 47].

- MagicSchool, which assists teachers in creating detailed lesson plans, generating
learning content, and providing ideas for homework and quizzes [49].

- Al-enhanced collaborative learning tools, which facilitate group work and personalised
learning through feedback and recommender algorithms, improving student engagement
and motivation [42].

- assessment tools, which automate grading, provide real-time feedback, and conduct data
analysis to identify patterns in student performance, allowing for targeted interventions
[52, 53].

These tools provide benefits, as already mentioned: personalisation, greater student
engagement, and greater efficiency for teachers in administrative tasks. On the other hand,
the challenges with tools are mostly related to the lack of technical expertise and equity.
For this reason, educators require additional training to integrate and utilise Al tools
effectively [54, 55], while ensuring equitable access to Al technologies for all students is
crucial to avoid widening the digital divide [56].

3.5 Transformation of education through Al

Al is expected to continue rapidly transforming education in the coming years. Foreseen
key transformations in education through Al include:

- personalised learning, since Al can tailor educational content to individual student
needs, provide real-time feedback and adapt to students' learning styles and progress [57,
58],

- enhanced student engagement, as Al-driven tools such as chatbots and gamification
elements can increase student motivation and participation by making learning more
interactive and enjoyable [59],



- administrative efficiency, namely Al can automate routine administrative tasks, such as
admissions processing, course scheduling, and resource allocation, leading to improved
operational efficiency and reduced administrative burdens [60, 61], and

- adaptive assessment and feedback by automating grading and providing instant
feedback, allowing teachers to focus on qualitative assessments and personalised support
[62].

Due to challenges and ethical considerations, educational institutions will have to:

- ensure the protection of student data and maintain transparency in data usage [63, 64],
- develop clear data usage policies and adopt a privacy approach to mitigate these risks
[64, 65], and

- provide ethical frameworks and oversight mechanisms, which are necessary to guide
the responsible use of Al in education [63, 66].

Last concern, yet not of lesser significance for the future development of Al use in
education, is related to the human interaction and teacher roles, as many studies warn that
Al should not replace human interaction in education. For this reason, maintaining a
balance between Al-driven tools and human oversight is crucial to preserve the human
aspect of teaching [65, 29].

4 Discussion

This section briefly summarises findings from the literature review presented in the
Results section, answering our research question:

What are the key statistics and trends on the use of Al in education?

Al adoption in education is growing rapidly, especially in higher education and STEM,
with higher use among male, urban, and IT students. Al improves academic achievement,
reduces grading time, and increases its accuracy. Around 8—31% of students use Al daily,
while 20-29% never use it [ 15]. Personalised Al learning enhances efficiency, knowledge
mastery, and engagement by 30-40% [16], while assignment completion and overall
performance by 15-20% [17, 14].

What are the advantages and disadvantages of using Al in education?

Al in education offers numerous benefits, including personalised learning, increased
efficiency, and enhanced student engagement. However, it also presents challenges,
including technological dependence, ethical concerns, and implementation costs.
Balancing Al use with human intervention and addressing these challenges is crucial for
maximising the benefits of Al in education.

How do students and teachers differ in their views on the use of Al in education?

While both students and teachers recognise the potential benefits of Al in education, their
perspectives differ significantly. Teachers are more cautious, focusing on the ethical
implications and practical challenges, whereas students are more enthusiastic about the
convenience and support Al provides in their learning processes. These differences
highlight the need for targeted training and ethical guidelines to ensure the effective and
responsible integration of Al in education.

What Al tools are available for education?

The main categories of Al tools include disability tools, intelligent tutors and teachable
agents, chatbots, personalised learning systems, visualisations and virtual reality tools,
and specific Al tools such as Al-enhanced collaborative learning tools, generative Al



tools, and assessment tools. These educational tools offer significant potential to enhance
learning experiences, streamline administrative tasks, and provide personalised support
to students. However, careful consideration of ethical implications and equitable access
is essential to maximise their benefits and address potential challenges.

How could Al change education in the coming years?

In summary, Al has the potential to revolutionise education by providing personalised
learning experiences, enhancing student engagement, improving administrative
efficiency, and offering adaptive assessment tools. However, addressing ethical concerns
and ensuring equitable access to Al technologies are critical to realising its full potential
in transforming education.

5 Connections, contradictions, and gaps in the literature

Here, some of the connections and contradictions among the sources across the five
subsections (3.1-3.5) of the Results section are presented. There are 5 main topics where
connections among sources are obvious:

- Widespread adoption and positive outcomes.

- Teachers’ benefits.

- Ethical, privacy, and security concerns.

- Training and skills gap.

- Human interaction as a persistent value.

As regards the Widespread adoption and positive outcomes, subsections 3.1, 3.2, and 3.5
form a consistent line of argument that Al brings measurable performance and
engagement benefits. Namely, multiple sources [6-9, 11-17, 18-21, 57—62] agree that Al
adoption in education is rapidly increasing globally and across educational levels. There
is also evidence that Al improves academic achievement [12, 13], learning efficiency and
knowledge mastery [16], engagement and completion rates [17]. Especially subsection
3.5 then builds on these statistics by presenting the transformation of education through
Al—personalised learning [57, 58], engagement [59], and administrative automation [60—
62].

Teachers’ benefits are brought to front in subsections 3.2, 3.3, and 3.4, namely, the
descriptions of Al tools in 3.4 concretely support the theoretical advantages mentioned in
3.2 and 3.3. Precisely, in both 3.2 and 3.3, is said that Al can facilitate teachers’ work by
automating grading, providing feedback, and supporting lesson planning [18, 19, 25-27,
28, 34, 48-51], while in subsection 3.4 the tools such as MagicSchool and ChatGPT [46—
51], exemplify these applications, offering practical evidence for the benefits mentioned
earlier.

Ethical, privacy, and security concerns appear repeatedly throughout the paper; In
subsection 3.2, those concerns are mentioned [18, 27] as key disadvantages, in subsection
3.3, teachers emphasise that these are the main barriers to adoption [33-35], and in 3.5,
they are combined into recommendations for institutional policy—data protection,
transparency, and ethical frameworks [63-66].



Training and skills gap are highlighted in subsections 3.2, 3.4, and 3.5, e.g. the need for
teacher training appears in subsection 3.2 as a “significant challenge for teachers” [29],
in subsection 3.4 as a prerequisite for effective Al integration [54, 55], while subsection
3.5 implicitly under the call for institutional preparedness [29, 63—66].

Lastly, Human interaction as a persistent value theme ties together ethical and
pedagogical dimensions, showing that Al should augment, not replace, human educators.
Several studies emphasize maintaining human roles in education: subsection 3.2 warns
of “technological dependence” and reduced interpersonal engagement [26, 30],
subsection 3.3 cites teachers’ and students’ fear that Al might “undermine human
connection” [33-35], while subsection 3.5 concludes that maintaining a balance between
Al and human oversight is essential [29, 65].

There are also 5 main topics where contradictions among sources are obvious:
- Teachers’ openness vs. reported scepticism.

- High effect sizes vs. reported concerns.

- Students as both heavy and cautious users.

- Regional and demographic gaps vs. equity goals.

- Automation benefits vs. job security concerns.

Regarding Teachers’ openness vs. reported scepticism, subsection 3.3 reports that
teachers with >10 years of experience are more open to Al [31], yet the same subsection
and other sources [32—34] state that teachers generally perceive more limitations than
benefits. Thus, the openness of senior teachers clashes with the overall trend of teacher
caution and critical attitudes. This could reflect differing methodologies, contexts, or
sample demographics in different sources.

High effect sizes vs. reported concerns are seen comparing sources from the subsections
3.1 and 3.2, which show very high quantitative benefits (e.g., +35-40% efficiency [16],
+15-20% performance [14], +0.857-0.924 effect size [12, 13], implying strong
effectiveness. However, subsections 3.2 and 3.3 emphasise bias, inaccuracy, and lack of
trust, among teachers and students [29, 35]. This suggests a gap between performance
metrics and perceived trust or usability.

Concerning the contradiction that Students as both heavy and cautious users, subsection
3.1 shows that a large share of students use Al frequently, with up to 31% daily users [15],
and 64-70% find Al helpful [8, 9]. Yet subsection 3.3 portrays students as concerned
about inaccuracy and valuing human teachers’ irreplaceability [35, 40]. This suggests an
emerging critical but dependent user attitude among the students.

As regards the Regional and demographic gaps vs. equity goals, subsection 3.1 identifies
regional and demographic disparities (male, urban, IT students are more likely adopters
[10], while subsections 3.4 and 3.5 stress equitable access and avoiding the digital divide
[56]. Contradiction is thus, while inclusivity is an explicit objective, empirical evidence
shows inequitable adoption, indicating a misalignment between aspiration and current
reality.



Automation benefits vs. job security concerns are stated in subsection 3.2, which, on one
hand, praises automation for improving efficiency [18, 19, 25-28] but, on the other hand,
also warns that it may reduce traditional educational jobs [20, 28]. This suggests that
efficiency gains come at the potential expense of employment—reflecting a classic
automation paradox.

Several gaps in the literature can be identified, both explicitly (where sources note
limitations) and implicitly (where important issues are not yet addressed or are treated
insufficiently). Here, some of the key literature gaps among the sources across the five
subsections (3.1-3.5) of the Results section are presented. There are 5 main topics where
connections among sources are obvious:

- Empirical and contextual gaps.

- Pedagogical and methodological gaps.

- Ethical, legal, and policy gaps.

- Human—Al interaction and teacher role gaps.

- Technical infrastructure and evaluation of Al tools’ gaps.

Empirical and contextual gaps comprise limited longitudinal and comparative studies,
insufficient data on primary and secondary education, and demographic disparities
largely unexplored. As of limited longitudinal studies, most statistics in the subsections
3.1 and 3.2 are recent (post-2019), showing no long-term evaluation. Although the reason
for the absence of longitudinal evidence lies in the recent uptake of Al in education, this
prevents drawing conclusions on the actual educational impact and the sustainability of
Al integration. There is also a limited amount of regional comparisons (e.g. among China,
the US, Russia, and the UK [11]. There are also insufficient data on primary and
secondary education in this paper, focusing on higher education and STEM fields [8, 9].
Moreover, demographic disparities are largely unexplored, e.g. only one source mentions
that male, urban, and IT students are more likely adopters of AI [10], but this is not further
examined. There is also no data on socioeconomic status, although inclusivity is
mentioned in several sources [22, 24, 56].

Pedagogical and methodological gaps include a missing discussion and a lack of
frameworks for critical Al literacy. With missing discussion, we warn that many studies
recommend Al tools for efficiency [16-19, 25-28], and engagement [17, 59], but
teachers’ perspectives show confusion or scepticism, probably due to this missing
framework. Also, a lack of Al literacy and critical thinking education frameworks is well
visible, as while students’ lack of critical awareness and overreliance on Al are noted [26,
30], there’s no exploration of teaching strategies to develop Al literacy, ethical awareness,
or critical thinking. Teachers’ training is mentioned only in technical or operational terms
[29, 54, 55].

There are clear Ethical, legal, and policy gaps, since ethics and privacy are discussed only
superficially, not practically, and there is inadequate focus on Al bias and accuracy. In
this sense, subsections 3.2 and 3.5 emphasise the importance of ethics, privacy, and
transparency [18, 27, 63-66] but provide no frameworks, case studies, or policy
evaluations. Furthermore, bias and accuracy are briefly noted [29] but not explored
empirically.

Human—Al interaction and teacher role gaps include ambiguity in the future role of
teachers and a limited understanding of student agency. While Al is said to assist teachers,



some sources warn of job reduction [20, 28] and loss of human connection [33-35, 65].
There is also no case presented of teacher—Al collaboration, suggesting that there is an
absence or a lack of a conceptual or empirical framework for teacher—Al co-teaching
models. Limited understanding of student agency is revealed in the finding that in the
sources, students are depicted as either users or recipients of Al, not as active agents co-
shaping Al systems.

Technological and evaluation of Al tools’ gaps are also visible in the sources. There is a
missing discussion on technical infrastructure and a lack of deeper evaluation of specific
Al tools for education. Although the present study purposefully avoided sources
addressing purely technical aspects of Al development without a substantive connection
to educational practice or theory, there is still a place for a broader discussion on cost and
implementation challenges, which are only mentioned [27, 28] but not quantified or
compared across contexts. Furthermore, a more profound evaluation of specific tools,
including comparative evaluation of effectiveness, would help to assess the pedagogical
effectiveness of different Al tools, namely, there is a significant variation in design,
quality, and user experience.

The study of sources thus reveals that there are already various studies documenting early
adoption, engagement, and quantitative performance gains, but on the other hand, there
is a lack of exploration of the social, pedagogical, ethical, and systemic dimensions of
Al’s role in education.

6 Conclusion

The future of Al in education looks promising, with ongoing advancements in machine
learning, natural language processing, and predictive analytics. However, various
dilemmas are justified, while there are also some contradictions and gaps in the literature.
Moreover, it is difficult to ignore the fact that the use of Al actually incurs significant
costs, and for this reason, it might be only a matter of time before even basic use will no
longer be “for free”. There is a danger that the current period, in which Al is rapidly
becoming embedded in education and everyday life, is merely a transitional one. The use
of Al is becoming self-evident and almost necessary, while Al services are already
available under the so-called freemium model (limited and/or basic functionalities
available for free, the rest for a fee). What if all Al services become exclusively fee-based,
when the population is already so dependent on Al that there's no way out, and we're
forced to pay for everything? Such development would cause even greater inequalities
among individual students, teachers, and educational institutions—the poor would
become even more inadequate, and the rich would become even richer.
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Abstract. In this article we discuss how should we benchmark community detection al-
gorithms in complex networks. We compare the community detection algorithms Louvain,
Leiden, Label Propagation, Fast Label Propagation, Greedy modularity, Infomap, Walk-
trap and Girvan-Newman on complex networks of the Zachary karate club, Synthetic
Network, a social network from X (Twitter), a neuroscience network, a email network and
a patent citation network in the USA. We find that the speed of algorithms depends on
the size and structure of networks. It turns out that among the considered algorithms for
community detection in large networks, the Leiden algorithm is the most suitable, while
on average the Fast Label Propagation algorithm performed the fastest in all cases. It is
shown that on LFR benchmark network, algorithms successfully detect the same number
of communities, however when we apply the same algorithms on complex networks the
results are variable based on specific algorithm.

Keywords. community detection, networks and graphs, network analysis, complex net-
works

1 Introduction

With the development of complex systems and their study, mathematical models have
been designed, which are derived from graph theory, with which we attempt to model
these complex systems and study their properties. With models, we primarily want to
gain insight into the structure and organization of a complex system and thereby enable
the analysis and interpretation of its operation.

In the following section we provide an theoretical overview of graphs and networks
following with network analysis techniques such as community detection. We focus on
benchmarking community detection algorithms.

Different approaches towards benchmarking community detecting algorithms have
been proposed and most of the approaches rely on benchmarking on synthetic networks
with known network structure. This opens a question on how such algorithms act in
different networks.



1.1 Graphs and networks

A graph is defined as an ordered pair G = (V, E), where V is the set of vertices and E is
the set of pairs of vertices, called edges. The set of vertices in a graph G is thus denoted
by V(G), and the set of edges in a graph G is denoted by E(G).

Networks are graphs that have a prescribed meaning or scope. Networks appear in
many fields, such as social networks, information and communication (ICT) networks,
biological networks, logistics and transport networks [4].

Networks represent an abstraction of different systems and primarily serve as a repre-
sentation in the form of a mathematical model [4]. Table 1 shows the areas of application
of networks by presenting the nodes and edges of an individual network.

Table 1: Examples of real networks and their properties

Domain Network Nodes Edges

social Facebook people friendships
logistics railway stations tracks

ICT World Wide Web  web pages  hyperlinks
economic stock exchange investors trades
neuroscience  brain activity neurons synapses
biological animal groups animals feeding relations
bibliographic  citations articles citations

1.2 Community detection

With the emergence of the field of network analysis, many studies have focused on ana-
lyzing and extracting topological features of networks. One such feature is the community
structure. A community is a subgraph in which the nodes are densely connected [4].

Figure 1: Communities in network [4]

Although a community is not formally defined, the theory and methods for community
detection are still developing. Basically, it is a problem in which we want to identify nodes
that are strongly connected to each other [6]. With the help of community detection, we
want to identify and group nodes into communities that are similar in their properties. In
other words, community detection is the process of assigning one or more communities
to nodes in a network to which they belong.

Networks contain many nodes and connections and are usually difficult to represent
graphically, but if we can identify communities, they are easier to visualize and represent
the complex structure of the system.

In the community detection process, we need to algorithmically scan the network to
identify communities. We want the algorithms to work quickly and independently of



the network size. Given this, it is important that the time complexity of an individual
algorithm is as small as possible. The time complexity of an algorithm is a function of
the input parameters of the algorithm. In general, the problem of community detection in
networks is an NP-hard problem [7].

1.3 Modularity in networks

One of the fundamental properties that describes a network is its modularity. Modularity
represents the ratio between the actual number of edges in the network and the expected
number of edges, assuming that edges between vertices were assigned randomly while
preserving the vertice degree. The expected number of edges between vertices ¢ and j is
equal to kik; , where k; and k; denote the degrees of vertices 7 and j, and m is the total

2m

number of edges. Modularity is denoted by the letter @) [10].

1 kik;
Q = 52 (AU - o > 5(Ci,Cj)

ij

In the previous equation, m denotes the total number of links, A is the adjacency
matrix of the graph, k represents the degree of nodes ¢ and j, and + is the resolution
parameter. 0 takes the value 1 if ¢; and c; belong to the same community, and 0 otherwise
(Newman, 2010). The values ¢; and c¢; denote the community labels. The resolution
parameter v allows favoring of communities: if v is smaller than 1, the method favors
smaller communities, otherwise it favors larger ones. This parameter was introduced
because modularity without it may fail to detect smaller communities. By including ~,
we enable a certain degree of sensitivity in community detection.

Intuitively, if we have a network that is divided into communities that have many
connections within the community and few between individual communities, then the
modularity of such a network is high, since the network is well divided into individual
communities. However, if the network does not have a clear division into communities,
the modularity is low. [4]

1.4 Community detection algorithms

In the following, we discuss various methods for detecting communities in graphs and
networks. We also describe the algorithms discussed and their basic properties.

Girvan-Newman algorithm detects communities by removing edges from the net-
work. The algorithm works by first calculating betweenness centrality !. for all nodes in
the network. It then iteratively removes links and calculates betweenness centrality until
it reaches mutually unconnected components or isolated communities. [12].

Greedy modularity algorithm uses a greedy optimization method of modularity until
itreaches its maximum [9]. It can get stuck in a local optimum, since it relies on a heuristic
and focuses only on the best solution at each step, which is not necessarily the best global
solution for the entire problem [19].

Louvain algorithm is a well-known and widely used algorithm that also relies on
modularity for partition optimization [1]. An advantage of the Louvain algorithm is its
good performance on large networks, while its drawback is that the number of detected
communities depends on the partitioning of the network. Due to the nondeterministic

Betweenness centrality is defined as the ratio of the number of shortest paths between nodes h and j through
node i, to all shortest paths between nodes h and j [3]



nature of the network, different results may be obtained across different iterations of the
algorithm [19].

Leiden algorithm is an improvement over the Louvain algorithm and consists of three
phases. In the first phase, nodes are explored locally, in the second phase partitions are
refined, and in the third phase the network is aggregated into a new network based on the
improved partition. [20]

Fast Label Propagation and Label Propagation. Algorithms based on Label prop-
agation approaches are very fast and relatively easy to implement, since they rely on the
idea of assigning labels to nodes, where a community is represented by nodes that share
the same label. Fast Label Propagation algorithm is an improvement over Label Propa-
gation by optimizing the order of iterations when examining node neighbors [20]. Both
algorithms are suitable for large networks, as they are simple to use and applicable to
different types of communities.

Random walks are based on the simulation of movements through graphs and define
communities as those parts of the walks where the walk takes the most time. A random
walk in a network is performed iteratively. The condition for a walk to take a long time in
a community is high internal connectivity within the community, which is also one of the
characteristics for community detection. The most well-known examples of this approach
are the Infomap algorithm [16] and the Walktrap algorithm [15]. The main difference
between the two algorithms is that in the Infomap algorithm, the random walk flow is
conditioned by a map equation that minimizes movement within individual communities.
The space of possible walks is determined deterministically by greedy search and uses a
simulated cooling approach [2]

2 Methods

Analysis of just one network for benchmarking community detection algorithms is not
optimal for understanding the dynamics of different algorithms. [11]. Therefore we need
to use a different approach for benchmarking. Application of real networks for commu-
nity detection shows that the performance of specific algorithms is affected by networks
characteristics, therefore we also need to use real networks and not just synthetic net-
works. [13]. It has also been shown that usage of different benchmark approaches on
one network provides different algorithm ranking, so we need to extend the analysis on
multiple networks. [8]

We use two methods for benchmarking community detection algorithms. In the first
method we benchmark community detection algorithms on LFR benchmark network.
[11]. Such networks have known communities, therefore we can use them to run different
community detection algorithms and efficiently compare the accuracy results by compar-
ing the number of detected communities and modularity. The benefit of this method is
that we can provide an exact accuracy of specific algorithm for such networks because of
the known communities upfront.

In the second method we iteratively run comparison on different complex networks
and compare the results on each algorithm. In this method we usually do not know exactly
how many communities specific network has, however we extend the accuracy of com-
munity detection benchmarking to a wider spectrum of different networks and provide a
more realistic insight into accuracy and dynamics of specific algorithms.

We first analyze the algorithms on LFR benchmark network and later compare se-
lected algorithms for community detection on different networks. The selected networks



are the Zachary’s karate club, Synthetic Network, Social Network with news tweets from
X (former Twitter) with the keyword “Ukraine”, the Citation Network from patents in
the USA, and the Email Network of e-mail communication from a research organization
in the EU. We compare the algorithms with each other on each of these networks and
compare the structural properties of the identified communities using a proposed bench-
marking analysis.

We ran the algorithms for each network separately, and we also ran each algorithm
in 100 iterations in each network to identify any deviations in a larger sample that occur
due to the operation of individual algorithms that use random selections when finding
a solution and heuristics with which the algorithms try to reduce the search space for
suitable solutions.

The experiment was done locally on Apple MacBook Pro M2 with 32GB of RAM. All
results are then analyzed averaged for all runs. All algorithms were implemented using
NetworkX and CDlib Python libraries.

The criteria on which we compare the algorithms are: the number of detected commu-
nities, the number of nodes in the largest identified community, the average community
size, modularity, the average density, the average node degree, the average clustering co-
efficient, and the execution time of the algorithm.

Table 2: Networks and their properties

Network Number of nodes Number of edges
Neuroscience network 30 100
Zachary’s karate club 34 78
Synthetic Network 150 416
X (Twitter) 4874 5418
EU network 265.214 420.045
Citation network 3.774.768 16.518.948

3 Results

3.1 Benchmarking Community Detection Algorithms on LFR bench-
mark Network

First we compare the algorithms on LFR benchmark graph, created using parameters as
followed: n = 150, taul = 2.5, tau2 = 1.5, mu = 0.1, min_degree = 10, max_degree
= 30, min_community = 20, max_degree = 40. The parameters ensure well separated
communities in the generated network and ensuring connections between communities.

As seen in Figure 3 most of the algorithms correctly detect the number of commu-
nities, with exemption of Girvan-Newman which detected 4 communities. Also the Fast
Label Propagation algorithms has due to its characteristics a bit of variability in the num-
ber of detected communities which varies from 5 to 6. The LFR benchmark network has
6 communities. Therefore, we see that on LFR benchmark network, which has specific
structure so that communities are known upfront we can detect communities using most
of the algorithms.

We can also see in Table 3 that most of the observed criteria on which we compare
the algorithms are more or less the same. The observed results show that we success-
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Figure 2: Detected communities in LFR network using Leiden algorithm
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Figure 3: Detected communities by different algorithms in LFR network

fully identified communities in LFR benchmark network with exemption of the Girvan-
Newman algorithm.

The first LFR benchmark network was in terms of size a small network, we now
do the same analysis on a larger LFR benchmark network with 10.000 nodes. The
parameters were as follows: n=10000, taul=2.5, tau2=1.5, mu=0.2, min_degree=20,

Table 3: Comparison of community detection algorithms on the LFR network (n=150)

Method Num Communities Max Size Avg Size Modularity Execution Time (s)
Louvain 6 32 25.0 0.668 0.0245
Leiden 6 32 25.0 0.668 0.0099
Infomap 6 32 25.0 0.668 0.0101
Girvan—-Newman 4 84 37.5 0.476 6.91 x 1076
Label Propagation 6 32 25.0 0.668 0.0071

Fast Label Prop. 6 32 25.0 0.668 1.29 x 107°
Walktrap 6 32 25.0 0.668 0.0076
Greedy Modularity 6 31 25.0 0.659 0.1264




max_degree=80, min_community=100, max_community=300, seed=15, max_iters=300000.

As seen in Table 4 most of the algorithms also detected similar number of commu-
nities, we again see some variation with the Fast Label Propagation algorithm and Label
Propagation as seen in Figure 4.

Number of detected communities

Number of detected communities

2
@,
s,
o
%,
%,
%
2y,
%,
3

Algorithm

Figure 4: Detected communities by different algorithms in large LFR network

Table 4: Comparison of community detection algorithms on the LFR network (n = 10000)

Method Num Communities Max Size Avg Size Modularity Execution Time (s)
Louvain 59 294 169.49 0.676 1.116
Leiden 59 294 169.49 0.676 0918
Infomap 59 294 169.49 0.676 1.575

Label Propagation 56 501 178.57 0.675 0.230

Fast Label Propagation 59 294 169.49 0.676 6.20 x 10~°
Walktrap 59 294 169.49 0.676 8.965

3.2 Benchmarking Community Detection Algorithms on different com-
plex networks

In the following section we will now compare the algorithms on different complex net-
works and compare the results. Most of the work was originally done in master thesis
research [14].

Table 5: Comparison of algorithms in terms of execution time (s)

Algorithm/Network Zachary’s karate club  Neurosci Network Sy ic Network  Social Network E-mail Network Citation Network
Louvain 0.0000999 0.0006111 0.0033162 0.4767473 8.3547758 4743.80048
Label Propagation 0.0001801 0.0002840 0.0012709 0.3739566 4.7337946 2291.033145
Fast Label Propagation 0.0000025 0.0000022 0.0000033 0.0000074 0.0000162 0.00231385231
Leiden 0.0010746 0.0009590 0.0033184 0.2472860 4.4387278 436.1735771
Infomap 0.0017194 0.0011369 0.0047150 1.9601560 104.2351924 /
Walktrap 0.0004096 0.0003394 0.0011552 0.8519429 / /

Greedy Modularity 0.0018034 0.0010408 0.0094137 5.5470949 / /
Girvan-Newman 0.0000017 0.0000017 0.0000030 / / /

In other networks the results show that the fastest algorithm in smaller networks is
Girvan-Newman. In practice, there are no significant consequences regarding the choice
of algorithm in smaller networks in terms of execution time. In medium-sized networks,
the algorithms Girvan-Newman and Greedy modularity are not suitable, however the al-
gorithms Leiden and Louvain give the best results.



Table 6: Comparison of algorithms in terms of modularity
Algorithm/Network Zachary’s karate club  Neuroscience Network  Synthetic Network Social Network E-mail Network Citation Network

Louvain 0.58457 0.44077 0.76294 0.90862 0.79091 0.81151
Label Propagation 0.56520 0.30949 0.70496 0.81517 0.69716 0.57483
Fast Label Propagation 0.55826 0.37273 0.74724 0.80918 0.69585 0.61951
Leiden 0.58460 0.44490 0.76383 0.91144 0.80838 0.83249
Infomap 0.58300 0.43210 0.75960 0.84092 0.80796 /
‘Walktrap 0.58080 0.32316 0.75609 0.85014 / /
Greedy Modularity 0.58280 0.41096 0.74609 0.90700 / /
Girvan-Newman 0.57640 0.35806 0.64646 / / /

In larger networks, we did not obtain results for the algorithms Greedy modularity,
Girvan-Newman and Walktrap, so they are not suitable for usage. The algorithms Louvain
and Leiden perform most robustly in this case.

The algorithms detected different numbers of communities in all of complex networks.
In LFR benchmark network the algorithms detected the same number of communities,
with exception of Girvan-Newman algorithm. We observe deviations in the formation of
community sizes (in Social Network, the Infomap algorithm creates an average commu-
nity size of 175.54 nodes, while the Walktrap algorithm creates as many as 1613.00). In
the largest network considered, the Leiden algorithm executes noticeably faster than Lou-
vain (Louvain:4743.800s, Leiden: 436.173s). In medium and large networks, the Label
Propagation algorithm creates more communities, while the Louvain algorithm creates
fewer communities. In smaller networks, we did not find a pattern that could help us
decide on the choice of algorithm based on the number of detected communities.

Variation in Community Detection Benchmark Across Networks

Louvain 0.668 0.585 0.441 0.812
Label Propagation 0.668 0.565 0.309 0.697 0.575

Fast Label Propagation 0.668 0.558 0.373
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Figure 5: Variation of modularity in different networks

We observed that the algorithms are more or less very accurate in terms of analysis of
LFR benchmark network, therefore it can be concluded that such algorithms are suitable
for usage in networks of such structure. However we still need to take into account the
comparison of algorithms in other complex networks where the results were very differ-
ent.

It was shown that Leiden and Louvain algorithms had identical modularity values in
LFR network, however the modularity was different on larger complex networks. This
implies that the performance of this algorithms on synthetic networks cannot be implied
on real networks.

In Figure 5 we see how the variation of modularity changes with different networks,
especially noticeable is the comparison of LFR networks, the first LFR networks which is
a lot smaller in terms of the LFR Benchmark 10k which has 10.000 nodes the modularity



is similar. However when we compare the results to real networks the modularity for
algorithm changes when comparing different networks.

4 Discussion

We have shown that if we apply community detection on a LFR benchmark network most
of the algorithms successfully detect the correct number of communities, however when
we apply the algorithms on other complex networks, we see that the results are very
much different due to the nature of specific algorithms and modularity optimization of
algorithms.

We have also shown that if we benchmark algorithms on LFR benchmark network, we
can successfully detect communities on all of the algorithms with exemption of Girvan-
Newman, based on that we could conclude that most of the algorithms are suitable for
community detection, however when we apply the same algorithms on complex networks
we see that the results are very much different depending on each algorithm. Therefore
we should benchmark algorithms in such way that we apply all algorithms on different
networks, so that we can observe how specific algorithm acts in different network size
and structure.

Results in this research are consistent with previous work on benchmarking commu-
nity detection [11] where it was already noted that synthetic graphs are not reflecting the
structure and characteristics of real networks. So further more algorithms act differently
in LFR networks compared to real networks.

No algorithm performed optimal in all networks, each algorithm offers advantages in
specific network size and structure. With that in perspective benchmarking community
detection algorithms should have a multi dimensional approach using multiple networks
with diverse structure.
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Abstract: Space weather is usually evaluated through large-scale geomagnetic
disturbances, particularly coronal mass ejections (CMEs) and storm indices such as Kp
and Dst. However, disruptive events can also arise when these parameters remain quiet,
suggesting additional mechanisms. This paper introduces the Global Electric Circuit
(GEC) as a framework to explain such cases, showing how changes in ionospheric
conductivity, total electron content (TEC), and radiation flux can influence terrestrial
infrastructures. The first contribution is to highlight the GEC as a driver of space weather
impacts, extending existing models beyond CME and geomagnetic indices. The second is
to develop a cross-sectoral risk perspective that traces how GEC-related disturbances
affect both energy and digital infrastructures, creating cascading vulnerabilities. The
approach is evaluated using the 2025 Spain blackout, when widespread disruptions
occurred despite the absence of major CME activity. Observational data show anomalies
in ionospheric and atmospheric conditions consistent with GEC-driven processes. These
disturbances coincided with fluctuations in photovoltaic output, grid instability, and
communication interruptions. The paper also proposes methodological guidelines,
recommending multi-scale analysis windows (4 hours, 16 hours, 3—7 days) and the
integration of multi-source datasets. These include upstream satellite observations at the
L1 point, GNSS-derived TEC and ionosonde data, atmospheric reanalysis and pressure
fields, ground magnetometer networks, and infrastructure-level energy and digital data.
The findings demonstrate that incorporating GEC into space weather studies and
explicitly linking energy and digital sectors provides a stronger basis for both scientific
research and practical resilience planning.

Key Words: Smart City, Space weather, Global Electric Circuit (GEC), Energy sector,
Digital sector, Spain blackout, resilience

1 Introduction
Critical infrastructures such as energy and digital networks form the backbone of modern



societies, yet their interdependence makes them vulnerable to external disturbances.
Space weather is one of the most prominent of these hazards, typically assessed through
coronal mass ejections (CMEs), solar flares, and geomagnetic indices such as Kp and Dst.
However, not all disruptions can be explained by these parameters. The 2025 Spain
blackout is a case in point: major power and communication failures occurred during a
period of low geomagnetic activity.

This paper advances two contributions. First, it introduces the Global Electric
Circuit (GEC) as a mechanism by which atmospheric conductivity, ionospheric
anomalies, and radiation flux affect terrestrial infrastructures even under “quiet” solar
conditions. Second, it develops a cross-sectoral framework for analysing space weather
impacts, showing how energy and digital infrastructures interact and amplify
vulnerabilities.

The paper outlines a conceptual model of GEC and its pathways, evaluates the Spain
blackout as a test case, and situates the findings within a broader discussion of risk
assessment, resilience, and data requirements for critical infrastructure protection.

2 Problem definition

Smart cities integrate traditional networks with digital technologies to improve services
[1], aiming for intelligent, adaptive, and flexible systems [2, 3, 4]. Examples such as
intelligent call-handling [5] show benefits, but deeper interdependence also increases
vulnerability. Failures in energy, health, or communications can cascade across sectors,
as noted by the Endurance Project [6].

Infrastructure research identifies four interconnection types—physical, cyber,
geographic, and logical—through which failures propagate [7]. Resilience theory later
reframed this challenge, stressing robustness and adaptability [8, 9]. At the policy level,
the CER Directive (EU 2022/2557) and NIS2 (EU 2022/2555) strengthen resilience and
cybersecurity. ESA’s Space Situational Awareness (SSA) initiative [10] positions Europe
to build resilience by acting as an E2E space weather hub, linking solar activity with
terrestrial impacts on critical infrastructure (CI), and making the GEC—CI connection
explicit in operational forecasting.

Space weather is typically assessed via CMEs, Kp, and Dst, and their role in
driving GICs [11], but this framework misses key risks: silent events during quiet
conditions, overlooked parameters such as conductivity, TEC, or radiation flux [12], and
sectoral isolation despite energy—digital interdependence [7].

The 2025 Spain blackout showed widespread failures in energy and
communications under low geomagnetic activity [13]. This underscores the need for
broader monitoring and a real-time model for smart cities that integrates space weather
with cross-sector resilience.

3 Conceptual Framework: GEC and cross-sectoral risk

Earth’s geomagnetic field extends from the core to the solar wind, shielding the
atmosphere from charged particles [14]. It is shaped by both internal and external
processes [15; 16], with the magnetosphere—solar wind interaction producing variable
space weather [11]. Key monitoring parameters include solar wind velocity, IMF
orientation, proton flux, plasma density, and geomagnetic indices such as Kp and Dst, but
these do not capture all impacts.
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Figure 1: Global Electric Circuit (GEC) [12]

Figure 1 shows structure of Global Electric Circuit (GEC) [12]. GEC links ionosphere,
atmosphere, and ground [12], influenced by thunderstorms, cosmic rays, and solar forcing
[11]. Perturbations may arise even without CME, altering conductivity and atmospheric
resistance. The GEC thus provides a transmission pathway for disturbances, propagating
downward to affect ground electromagnetic conditions and infrastructures.

The F region of the ionosphere (split into F1 and F2 layers during daytime) plays
a central role in conductivity and radio propagation. Variations in its critical frequency
(foF2) and altitude (hmF2) reflect both solar and dynamical influences. Also, Total
Electron Content (TEC) is the key diagnostics. Anomalies appear under both storm and
quiet conditions: foF2 disappearance over Europe in May 2024 [17], weakened ionisation
during Forbush decreases [18], enhanced atmospheric electric fields from proton events
[19], and quiet-time fluctuations such as “space hurricanes” [20]. These findings highlight
the need to consider GEC dynamics alongside traditional CME/Kp/Dst models.

3.1 Energy and digital infrastructures as coupled systems

Energy and digital infrastructures are deeply interdependent [7]: energy systems depend
on digital control and communication, while digital systems require stable electricity.
Failures propagate rapidly between them, producing cascading effects. To address this,
the framework distinguishes sector-specific layers, their interdependencies, and a system-
level view (Table 1).

Smart cities integrate energy, transport, water, and communication through
digital platforms. This enhances efficiency but multiplies failure points. Space weather
impacts mediated by the GEC can cascade across energy grids (transformers, PV,
distribution), digital services (data centres, mobile networks), and dependent sectors such
as transport and emergency systems. Smart cities thus act as amplifiers of vulnerability,
making resilience planning essential.

A parameter-based monitoring model [21] shows how real-time magnetic data



combined with contextual and space weather inputs can capture and classify disturbances.
Future work should develop high-resolution datasets of GEC exposure, establish
correlations between infrastructure disruptions and heliophysical parameters, and apply
Al-driven models for early warning and decision support.

Table 1: Sectoral and cross-sector impact mapping

Layer  Key Indicators Data Sources Infrastructure Layers

Energy  Grid outages, load Utility reports, sensor Power plants, substations,
fluctuations, and data, citizen feedback, | grid topology, priority
restoration time flood maps, weather loads (hospitals, data

stations, and historical | centres), backup systems
outage data

Digital  Network downtime, | ISP updates, social Fiber lines, base stations,
data anomalies, media, app logs, copper/optical/wireless
service availability | unstructured reports, and ' technologies, end-user
and degradation historical downtime data  service layers (TV,

internet, phone)

Cross- Shared node failures,  Combined event logs, Interlinked assets (e.g.,

Sector | cascading disruptions | linked outages, and powered base stations),

infrastructure cross-sector workflows

dependency maps

4 Sectoral and cross-sector impact mapping: the Spain blackout case
study
The analytical analysis proceeds in five steps:

1. Theoretical pathways of influence — Reviewing how CME, solar wind velocity,
proton flux, plasma density, interplanetary magnetic field (IMF) orientation,
Kp and Dst indices, and ground conductivity conditions translate into
geomagnetically induced currents (GICs) and potential grid disruptions.

2. Event-specific data analysis — Gathering solar and geomagnetic parameter
datasets for the period of the Spain blackout to assess potential triggers.

3. Propagation to infrastructures — Mapping how variations in space weather
parameters could have influenced electricity and digital networks in Spain.

4. Cross-sectoral evaluation — Correlating space weather parameters with
available operational data from grid operators and digital/telecommunication
providers.

5. Resilience and risk implications — Deriving theoretical and practical insights
for risk assessment, preparedness, and resilience enhancement.

4.1 Blackout event description
The blackout in Spain happened at 12:33 CEST on April 28, 2025. Since CEST is UTC
plus 2 hours, that makes the blackout time at 10:33 UTC (April 28, 2025). In the rest of
the paper, the UTC time is used.

The blackout sequence on the Iberian Peninsula (April 28, 2025) developed in




distinct phases, marking a period of instability. Figure 2 shows grid instability at that time:
08:30 UTC: first signs of voltage variability.

e 10:03-10:07 UTC: forced oscillation (~0.64 Hz) detected.
e 10:19-10:22 UTC: second oscillation period, stronger amplitude.
e 10:33:18-10:33:24 UTC: cascading failures and system collapse, initiating the

blackout.
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Figure 2: Grid instability

4.2 Hazard context, with energy and digital sector key points

The Table 2 shows up to 15 time points, from early grid stress to full restoration. It shows
key impacts on the energy and digital/telco sectors, highlighting how disturbances
evolved and cascaded across infrastructures. The information sources are retrieved from
[22-27]; then processed using the LLM [28].

Table 2: Hazard context with energy and digital sector key points

Time Where /| Key Hazard | Energy Key Points | Digital / Telco Key
(UTC) Region(s) | Context / Trigger Points
Affected / Risk
~9:00- Spain Low demand, high | Voltage levels in the | Digital networks are
10:00 (nation solar generation; | 400 kV grid begin to | currently operational;
wide) system  already | fluctuate; backup systems have
under voltage | synchronous not yet been engaged.
stress in  the | generators are | No significant reports
transmission having trouble | have been received yet
network. absorbing reactive | of digital outages.
power.
10:03- Iberian First low- | Operators applied | No major digital
10:07 grid frequency countermeasures, | disruptions  have
(Spain & | oscillation (0.6 | including been reported yet;
Portugal) | Hz) local mode | switching  lines | telecom
between and changing | infrastructure
generation HVDC links to | remains operational.
clusters. fixed-power
mode. Voltage
oscillations
observed.



https://gridstrategiesllc.com/project/a-review-of-reports-on-spanish-blackout-causes-and-solutions/?utm_source=chatgpt.com
https://jkempenergy.com/2025/06/19/spains-blackout-blamed-on-poor-voltage-control/?utm_source=chatgpt.com
https://www.entsoe.eu/publications/blackout/28-april-2025-iberian-blackout/?utm_source=chatgpt.com
https://www.entsoe.eu/publications/blackout/28-april-2025-iberian-blackout/?utm_source=chatgpt.com

10:16- Spain /| Inter-area Further reactive | Still  functioning;
10:22 Iberian oscillation (~0.2 | power instability, | telecoms are likely
grid Hz) between the | rising voltage, and | beginning to operate
border Iberian fluctuations  are | on backup in some
with Peninsula and | visible in 400 kV | critical sites, but no
Europe the rest of | and 220 kV lines. | reports have yet
Europe. Risk of been received of a
instability widespread outage.
rising.

10:26 Southern | Request to | The thermal | Telecom sites are
Spain connect generator has been | still mostly

additional asked to | operational; there
thermal power | synchronise; may be increased
plant(s) for | however, the | stress on backup
voltage control; | voltage is still | power, and
scheduled too | rising, and the | monitoring is
late. system's capacity | starting.

for reactive

support is low.

10:32:57- | Southwe | Sudden loss of | Generation drop | Immediate digital

10:33:17 | stern generation: triggers frequency | disruption begins:
Spain ~827-1000 MW | drop, voltage rise, | many power-
(Granada | from PV, wind, | loss of | dependent telecom
, etc. Multiple | imports/export nodes lose supply;
Badajoz, | generation trips | ties, and quick | mobile/Internet
Seville) in seconds. cascading failures. | users in affected

zones lose service.
Traffic drops
sharply.

~10:33:19 | The AC tie lines with | Complete Widespread telecom

-10:33:24 | entire France severed | collapse; power | failure: large
Iberian due to loss of | drops to zero in | portions of fixed &
Peninsul | synchronism; many zones; | mobile networks are
a grid full grid | black-start process | down; emergency

collapse; begins. services in some

automatic load regions are cut off

shedding or operating on

activates. backup; internet
traffic is ~25% of
baseline in core
services.

10:35 Affected | Recovery starts | Morocco-Spain Some telecom
zones in select plants; | interconnector re- | infrastructure in
begin interconnections | energised by | regions where
black- begin to be re- | ~13:04; other tie- | electricity is
start energised. lines gradually | restored starts to

restored.

come back online;
mobile data/voice
are partially



https://www.entsoe.eu/publications/blackout/28-april-2025-iberian-blackout/?utm_source=chatgpt.com
https://www.entsoe.eu/publications/blackout/28-april-2025-iberian-blackout/?utm_source=chatgpt.com
https://jkempenergy.com/2025/06/19/spains-blackout-blamed-on-poor-voltage-control/?utm_source=chatgpt.com
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https://www.ferc.gov/sites/default/files/2025-06/Iberian%20Peninsula%20Blackout%20April%202025_final.pdf?utm_source=chatgpt.com
https://www.ferc.gov/sites/default/files/2025-06/Iberian%20Peninsula%20Blackout%20April%202025_final.pdf?utm_source=chatgpt.com
https://www.ferc.gov/sites/default/files/2025-06/Iberian%20Peninsula%20Blackout%20April%202025_final.pdf?utm_source=chatgpt.com
https://www.ferc.gov/sites/default/files/2025-06/Iberian%20Peninsula%20Blackout%20April%202025_final.pdf?utm_source=chatgpt.com
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https://www.ferc.gov/sites/default/files/2025-06/Iberian%20Peninsula%20Blackout%20April%202025_final.pdf?utm_source=chatgpt.com
https://www.ferc.gov/sites/default/files/2025-06/Iberian%20Peninsula%20Blackout%20April%202025_final.pdf?utm_source=chatgpt.com

restored in those
zones.
11:00- Spain /| The power | The transmission | Digital networks are
12:00 Portugal | restoration system is largely | gradually
phase involves | restored, but with | recovering, but
bringing  back | constraints  and | many users remain
black start | risk of | offline; battery
plants, voltage/frequency | backups are running
substations, and | instability. High | out in rural / less
interconnectors. | reactive = power | critical sites.
demands.
Evening | Spain & | Secondary Grid much of the | Mobile  networks
(~18:00) | Portugal | disruptions from | supply restored; | had  the  worst
broadly backup failures | critical areas | impact around this
and operational; time ("many areas
telecommunicati | system still under | reporting 50-100%
ons peak | monitoring. of users offline") as
disruptions. backup power at
sites depleted.
~19:00- Spain Evening surge in | The energy system | Vodafone  reports
21:00 (major network is mostly stable; | that ~50% of nodes
urban demand; many | the lights are back | are active & ~60%
areas) telecom nodes | on, and  full | of mobile traffic has
still recovering; | capacity is being | been restored by 11
backup systems | restored. pm.
strained.
Next Entire Complete Transmission Digital network
morning / | Spain & | restoration ofthe | system  restored | traffic is nearly back
early Portugal | electric grid and | (Spain by ~04:00, | to normal; fixed and
?Xu:isl 29) network Portugal mobile services are
P infrastructure. somewhat earlier) | mostly restored,
per ENTSO-E | with some isolated
timeline. longer outages
remaining.

4.3 Key space weather parameters (Kp, Dst, AE)
All the data used for the blackout evaluation are present at GitHub portal [29].

Evaluation of the Kp index (Figure 3): There has been no high values for Kp index.
However, (as seen by GFZ), there has been a 1-hour level 4 burst (Hp30, also Hp60) in
the morning, and two 30-minute bursts (Hp30) at the evening a day before.
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Figure 3: Hp30 and Hp60 values

Evaluation of Dst (Figure 4): There has been no major values regarding Dst (Kyoto).
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Figure 4: Dst value

Evaluation of AE/AL/AU/AO (Figure 5): There are seen no high values for AE indices

(Kyto), moreover, they are minimal compared to the values days before or after event.
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Figure 5: Auroal Electrojet (AE) indices

4.4 Other parameters

Magnetometers all over the globe (Figure 6): It can be seen some disturbance (Kyoto),
affecting and moving around the globe.
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Figure 6: Magnetometers around the world

Magnetometers in Spain (Figure 7): Presented is magnetometer EBR in Spain, that is
Ebre/Horta de Sant Joan. Instability is seen both at X and Y component of the magnetic
field. AtY, from 08:30 UTC to 12:00 UTC the component decreases, by 60 nT (from 683
nT to 623 nT), and from 08:30 UTC to 10:30 UTC, by 40 nT (from 683 nT to 643 nT).
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Figure 7: Magnetometer EBR (Spain)



Space Situational Awareness: Space Situational Awareness services (PROBA2 [30]
satellites) show these events:

Date Start Peak Stop  Flare class Location NOAA region
2025-04-28 05:46:00 06:02:00 06:21:00 C2.2 // 4069

2025-04-27 22:38:00 22:44:00 22:46:00 C2.1 // 4064

2025-04-27 22:20:00 22:29:00 22:38:00 C1.5 // //

2025-04-27 18:37:00 18:49:00 19:04:00 C2.1 NO8W72 4064
2025-04-27 17:17:00 17:24:00 17:30:00 C1.4 S14W26 4070
2025-04-27 08:18:00 08:28:00 08:39:00 C1.3 // //

5 Discussion: risk and resilience

5.1 Lessons from the Spanish blackout

Applying the GEC framework to the April 2025 blackout in Spain shows how space-
weather impacts can emerge even when global indices remain quiet. The framework
brings together solar background activity (with daily sunspot numbers in the 110-130
range during April, and F10.7 flux near 150 sfu at the time of the blackout, reaching ~170
sfu in preceding days), persistent anticyclonic weather (with high pressure) over Iberia,
and localized geomagnetic anomalies. This combination highlights pathways of influence
that remain invisible in CME- or Kp/Dst-based approaches.

UV, EUV, TEC anomalies, ~60 nT Y-component variation,
High-pressure clear skies Ground conductivity

! !

PV Pathway
Rapid PV fluctuations,

[Radiative / lonospheric DriverJ [Electrcmagnetic / Inductive DriverJ

Grid / SCADA Pathway
GICs in transmission lines,
SCADA/GNSS timing issues

T

Coupled Energy + Digital Systems
Mutual reinforcement of instabilities

|

Systemic Outcome
Cascading failures,
Blackout risk

Forecasting errors

Figure 8: Dual Mechanisms of the Spain Blackout: Radiative/lonospheric Effects on PV
and Inductive/Electromagnetic Effects on Grid and SCADA

Preliminary inspection of available data suggests that two mechanisms may have
coexisted. Radiative and ionospheric variability, amplified by clear-sky conditions and
elevated solar activity, plausibly produced rapid fluctuations in photovoltaic generation.
At the same time, localized geomagnetic variations of 40—60 nT in the horizontal field



(Figure 7) point to short bursts of [dB/dt|, sufficient to induce currents in long
transmission corridors and disturb SCADA synchronization.

Magnetometer records (Figure 7) confirm rapid swings in the horizontal field—
most notably a 60 nT excursion in the Y (eastward) component near the outage, with
smaller X (northward) changes appearing later. Under Faraday’s law, it is the time
derivative of the field (ldB/dt]), not its absolute magnitude, that drives geoelectric
induction at the surface. Directionally, a sharp change in Y tends to generate east—west
electric fields, which couple most strongly into north—south conductors; conversely, X
variations favor north—south electric fields that stress east—west lines. Because Spain’s
grid contains both N—S and E-W corridors, localized bursts in either component can
plausibly drive quasi-DC geomagnetically induced currents (GICs), leading to
transformer half-cycle saturation, harmonics, and timing disturbances in SCADA and
GNSS-based systems.

These results do not constitute proof, but they reach a plausibility threshold: minute-
scale |dB/dt| bursts in Y (and later X) coincide with the operational window and are of
sufficient magnitude, given typical European impedances, to induce mid-latitude
geoelectric fields. Combined with the independent PV/ionospheric pathway, this
strengthens the case for a dual-mechanism interpretation of the Spain blackout. The
implication is clear: future work should routinely compute |dX/dt| and |dY/dt|, assess
the directional exposure of major corridors (N—S vs. E-W), and integrate these with PMU
and neutral-current telemetry to evaluate grid sensitivity under “quiet-index” conditions.

Figure 8 illustrates these dual pathways—radiative/ionospheric impacts on PV and
inductive/electromagnetic stress on the grid—showing how both are supported by
observed anomalies and consistent with theoretical models of GEC coupling and
geomagnetically induced currents.

In summary, the Spain blackout demonstrates how multiple mechanisms can operate
simultaneously. Elevated solar activity and clear-sky conditions made PV output
unusually sensitive to radiative fluctuations, while localized |dB/dt| bursts provided a
plausible inductive pathway into the transmission grid and control systems. The
coexistence of these two drivers offers a broader explanatory framework than storm
indices alone. This lesson underscores the need to expand space-weather risk assessment
beyond CME arrivals and global geomagnetic indices, toward multi-parameter, multi-
sector monitoring that can capture hidden vulnerabilities under “quiet” conditions.

5.2 Methodological guidelines

To support structured evaluations, the Table 3 proposes four analysis windows (W1, W2,
W3, W4), from short-term anomalies to week-scale contexts. Data sources can be from
satellite observations (TEC, UV, conductivity), atmospheric reanalysis modes or
operational logs (e.g., ENTSO-E).

Beyond temporal windows, comprehensive evaluation requires a multi-source
parameter set integrating solar, geomagnetic, ionospheric, atmospheric, and infrastructure
data. Table 4 shows multi-layer parameters and data sources for testing and monitoring
space weather impacts across solar, ionospheric, atmospheric, ground, and infrastructure
domains.

Solar and L1 point satellites (e.g., DSCOVR, ACE) provide upstream warnings with
30-60 minutes lead time. Ground magnetometers, such as INTERMAGNET stations and
national observatories like the Ebro Observatory in Spain, are key for detecting local
dB/dt variations. UV flux and solar duration influence both photovoltaic output and the
ionospheric F1/F2 layers.



Table 3: Suggested analysis windows

w Time Purpose Typical Parameters Example Data Sources
scale
W1 4 hours | Capture immediate TEC fluctuations, UV Satellite TEC data, GNSS
anomalies and triggers | spikes, and conductivity | error logs
shifts
w2 16 Identify diurnal Ionospheric conductivity, Reanalysis models,
hours  variations and daily grid load data ENTSO-E daily logs
cycles
W3 3days | Assess short-term TEC trends, atmospheric | Copernicus datasets,
coupling between space | pressure systems NOAA satellite records
weather and
infrastructures
w4 7 days | Place events in a Cumulative TEC Multi-satellite datasets,
(before | broader temporal anomalies, solar wind geomagnetic
and context, detect parameters observatories
after) preconditioning

Atmospheric pressure and the atmospheric electric field (AEF) link to the GEC and
conductivity shifts. Satellite constellations and GNSS measurements track TEC, while
ionosondes provide foF2 and hmF2. Global geomagnetic indices are available from

Kyoto WDC.

Table 4: Multi-layer parameters and data sources for testing and monitoring space
weather impacts

Layer Parameters Purpose / Typical Sources

Solar wind velocity, plasma density, | Early warning (15-60 min) from L1

roton flux, IMF orientation (Bx, By, | satellites (DSCOVR, ACE, SOHO,
Solar / p Y
Upstream Bz), dynamic pressure, CME arrival, | Solar Orbiter); ground-based solar
p solar flares, X-ray/UV/EUV flux, telescopes and radiometers for
solar irradiance, sunspot number irradiance & sunspot monitoring
Global indices (Kyoto WDC);
. Kp, Dst, Ap indices; ground magnetic | regional/local magnetometer networks

Geomagnetic S

field variations (dB/dt) (INTERMAGNET, Ebro Observatory,

IMAGE network)

GNSS-derived TEC, foF2, hmF2, GNSS receiver networks, ionosondes,
Ionospheric foE, foF1, Spread-F, scintillation ESA/NOAA satellite instruments

indices (S4, 6o) (Swarm, COSMIC-2)

Atmospheric electric field (AEF),

columnar conductivity, cosmic ray Ground-based AEF sensors, neutron

. flux, Forbush decreases, surface . . .

Atmospheric / L monitors (cosmic rays), meteorological
GEC pressure, temperature, humidity, networks, Copernicus/ECMWF

cloud fraction, aerosol optical depth,
sunshine duration, UV index at
ground

reanalysis, pyranometers/UV sensors

Energy Sector

PV output and irradiance variability,
grid load, frequency, ROCOF,
voltage deviations,

TSO/DSO telemetry (ENTSO-E, Red
Eléctrica, ELES, etc.), PMUs, PV fleet
monitoring




Digital Sector

transformer/substation anomalies,
GIC measurements (if available)

GNSS positioning/timing errors,
communication latency,
HF/VHF/UHF outages, packet loss,
SCADA timing anomalies, data

Telecom operators, GNSS monitoring
services, critical infrastructure
operators

center performance logs

Contextual /
Ground

Ground conductivity/resistivity maps,
geology, altitude, proximity to coasts
or rivers (affecting GIC propagation)

Geological surveys, national mapping
agencies, EPRI conductivity models

5.3 Implications for smart cities and integrated monitoring for the
resilience framework

In smart cities, where energy, transport, healthcare, and communication systems are
deeply interconnected, efficiency is paired with vulnerability. A disturbance in one sector
can cascade quickly across others.

Space weather disturbances mediated by the Global Electric Circuit (GEC)
exemplify this risk. Even without major geomagnetic storms, shifts in ionospheric
conductivity or atmospheric electric fields can disrupt electricity, telecommunications,
and transport at once—putting critical services such as hospitals and emergency response
at risk.

The Spanish blackout revealed this dynamic: anomalies in photovoltaic generation
and grid operations coincided with communication failures, producing mutually
reinforcing disruptions.

Resilience therefore depends on integrated monitoring and governance. Forecasts
must incorporate GEC parameters, and cross-sectoral data—energy, digital, and ground
observations—should be combined to identify risks. Embedding space weather into urban
resilience strategies is essential to maintain essential services in highly connected
environments.

6 Conclusion

The Spanish blackout highlights the need to integrate space weather into infrastructure
risk assessments. Impacts cannot be understood through CME events and geomagnetic
indices alone. By incorporating the Global Electric Circuit, a fuller picture emerges of
how ionospheric and atmospheric processes affect terrestrial systems.

Equally important is the cross-sector perspective: energy and digital infrastructures
are tightly linked, and disturbances in one rapidly cascade to the other. The blackout
illustrated this through simultaneous anomalies in photovoltaic generation, grid
operation, and communications.

Although full quantitative modelling remains for future work, this paper offers
initial guidelines for resilience analysis: multi-scale temporal windows and the combined
use of satellite, atmospheric, and ground-based observations.

In sum, the paper advances two contributions: (1) the GEC as a framework for
impacts beyond CME/Kp/Dst paradigms, and (2) a cross-sectoral model of risk and
resilience spanning energy and digital domains. Both are essential for preparing societies
to withstand complex space weather disruptions.
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Abstract: The role of data centers has intensified with the expansion of the digital
economy and the advancement of information and communication technologies. Their
environmental footprint is determined by the electricity mix, whose temporal and spatial
variability is insufficiently addressed in the conventional life cycle assessment (LCA). In
this study, a time-resolved environmental impact assessment was applied to electricity
generation in Slovenia and Serbia in 2023. The focus was on three categories: climate
change, resource use (minerals and metals), and water use. Hourly generation data from
the ENTSO-E Transparency platform were linked with the Ecoinvent 3.11 datasets to
generate hourly impact profiles and representative daily profiles for summer and winter.

The study's results reveal clear differences primarily due to the distinct electricity mix
structures of the two countries. Slovenia relies on nuclear, hydro, and photovoltaic power,
while Serbia is predominantly coal-based. Photovoltaic generation in Slovenia reduces
greenhouse gas emissions during daylight but increases the impacts related to the use of
minerals and metals. Serbia exhibits higher climate change burdens yet lower variability
in other categories. Seasonal and diurnal fluctuations influence emission intensities,
underscoring the limits of static, annualized assessments.

The findings provide input for policy and smart infrastructure planning. Strategies for
electric vehicle charging, data centers, and demand-side measures should integrate
temporal profiles of environmental impacts. Tools such as environmentally differentiated
tariffs or time-varying carbon pricing can help align energy use with periods of lower
impact. More broadly, the results highlight trade-offs between greenhouse gas mitigation
and other pressures, underscoring the need for holistic energy transition pathways.

Key Words: data centers, life cycle assessment, electricity mix, climate change, temporal

variability

1 Introduction

The data center industry is being driven by the expansion of the digital economy and the
demand for information and communication technology (ICT). The energy and



environmental costs of cryptocurrency mining and the use of data centers are an emerging
issue [1]. The estimated total Bitcoin electricity use has been steadily rising. The data
from the University of Cambridge Blockchain Network Sustainability Index (CBECI)
shows that estimated yearly electricity use was 43.32 TWh in 2018 and has risen to 121.3
TWh in 2023, resulting in a 180.0% increase in electricity use [2]. It must be noted that
mining activities also include other cryptocurrencies, which affect the overall electricity
use associated with them. The study by Li et al. estimated that Monero mining may have
used 645.62 GWh of electricity in 2018. If 5% of the mining activities are done in China,
the electricity use would be at least 30.34 GWh, contributing to more than 19 thousand
tons of carbon emission [3].

The nexus between digital technologies, machine learning workloads, and the
environmental impact assessment has become a more prominent issue in recent years [4].
The global electricity demand increased by 4.3% in 2024 compared to 2023. The higher
electricity demand was driven by the buildings sector, which grew four times faster than
in 2023. The global electricity use in buildings increased by more than 600 TWh, with
key drivers being rising demand for air conditioning and demand for power for new data
centers [5]. Data centers are the backbone of ICT infrastructure; however, they consume
10 to 100 times more energy than conventional buildings while their lifespan is five times
shorter [4]. It is estimated that data centers used 1.5% of electricity in 2024 [6]. Avgerinou
et al. reported that the average annual electricity use of data centers participating in the
EU Data Centre Code of Conduct (COC) was 13,684 MWh [7].

The growth in the number of large-scale data centers and their associated
electricity demand should also be seen through the prism of rapidly changing power
systems with an increasingly larger share of variable renewable energy sources (RES) [8].

Data centers’ environmental impacts also differ based on factors such as location,
energy sources, and efficiency measures [9]. As data centers require a significant amount
of electricity, the carbon intensity of electricity will significantly impact the
environmental footprint of data centers. One measure to decrease CO: emissions is by
decarbonizing the electricity sector by adopting renewable and nuclear power
technologies. Harnessing renewable energy sources like biomass, solar, wind, and
geothermal energy to generate clean electricity is projected to lower global carbon
emissions by approximately 70% [10]. The fluctuation in hourly emissions is influenced
by the mix of technologies employed in electricity generation, as different generation
technologies usually produce electricity. Since these technologies have significantly
different emission factors, there is considerable potential for substantial variations in the
emissions from electricity production [11]. Although using RES can result in lower
environmental impacts and a reduction in greenhouse gas (GHG) emissions, other
environmental impact categories, such as land use or mineral resource scarcity, may lead
to higher impacts [11], [12].

To determine the environmental impact of products, services, and systems
through the whole life cycle, life cycle assessment (LCA) can be used. LCA is an ISO-
standardized methodology used to quantify the potential environmental impact of
products, processes, or activities throughout their life cycle. It is defined by four main
steps: establishing the study's goal and scope, conducting a life cycle inventory analysis,
performing a life cycle impact assessment, and interpreting the results [13], [14]. LCA
has emerged as a crucial tool for evaluating environmental performance across various
sectors. In terms of determining the impact of electricity, most studies focus on static data
inputs, which may not capture temporal variations on an hourly basis, which are
associated with the specifics of electricity generation [14], [15], [16], [17].



The purpose of this study is to demonstrate the time-resolved environmental impact
of the electricity mix in Slovenia and Serbia, providing context-specific data that can be
applied in sustainability strategies for smart infrastructure and data centers, where
aligning energy use with the environmental impact of electricity is crucial for reducing
environmental impacts.

2 Materials and methods

2.1 Data collection

The data were obtained from the ENTSO-E Transparency platform, which is publicly
accessible. This platform offers details on generation, load, transmission, and balancing
data for European countries [18], [19] Data collection covered the year 2023 for Slovenia
and Serbia. The datasets collected for creating time-resolved profiles are outlined below:
e Hourly-resolved actual generation by production type.
e Installed capacity by production type in annual resolution.
For each production type (j) and hour (t), the electricity production time series (P) was
generated using Equation (1) as developed and published by [20].

2.2 Determination of hourly environmental impact of electricity produced

The hourly time series developed for electricity profiles were utilized to generate hourly
environmental impact profiles for electricity production in Slovenia and Serbia by
mapping them with the appropriate datasets of Ecoinvent 3.11. database for electricity
generation technology [21]. For determination of environmental impact Environemntal
Footprint (EF) life cycle impact assessment method was used [22]. Functional unit of
1 kWh of produced electricity was used.

Missing hourly values were interpolated by replacing the gap with the average
of the immediately preceding and following data points, ensuring continuity of the time
series.

For the purpose of clarity and consistent visualization, the analysis was restricted to three
impact categories:

e (Climate change

e  Resource use, minerals and metals

e  Water use.

Hourly impact values were aggregated to produce descriptive statistics: mean,
standard deviation (SD), relative deviation (RSD), maximum and minimum.

3 Results and methods

3.1 Hourly Environmental Impact of Electricity Mix

Table 1 shows the average value of environmental impacts for 1 kWh of produced
electricity in 2023 for Serbia and Slovenia in climate change, resource use, minerals and
metals, and water use impact categories. The generation profiles of Slovenia and Serbia
vary significantly from each other. Slovenia has three predominant sources of electricity:
nuclear, hydro (run-of-river), and coal (lignite) power. Nuclear and hydroelectric power
account for more than 70% of the total generation, followed by coal with an



approximately 20% share [23]. On the other hand, the electricity in Serbia is mainly
produced from thermal power plants (63.2%), followed by hydro power plants (31.3%).
The wind has 2.8% share [24].

Due to significant share of coal-based electricity generation technologies, Serbia
has 103.1% higher average value in impact category climate change compared to
Slovenia. Due to the lower share of intermittent RES, Serbia has lower RSD in hourly
values of studied environmental impact categories.

Table 1: LCA results of the Slovenian and Serbian 2023 average hourly electricity
generation mix with mean, minimum (min), and maximum (max) values, standard
deviation (SD) and relative standard deviation (RSD) for selected impact categories. Dev
is abbreviation for deviation.

Impact category Mean
Slovenia kge(;Oz 0.2812 0.1323 47.06 1.02 0.0203
Climate change
Serbia kgeE;Oz 0.8790 0.1136 12.93 1.17 0.6109
. 2.303 x 2.063 x 1.992 x 5.124 x
Resource use, Slovenia | kg Sbeq. 107 107 89.56 107 107

minerals and

metals Serbia ke Sb eq. 2.1756 % 4.793 x 2203 3.774 x 1.371 x

107 107 107 107
3
Slovenia d m 0.06486 0.0127 19.56 0.0916 0.0078
epriv.
Water use
Serbia m-’_ 0.1136 0.0115 10.13 0.1427 0.0794
depriv.

A considerable variation in the impact category of climate change throughout the
average year is shown in Fig 1. The lower values in the impact category can be associated
with a higher share of RES in the electricity mix, consistent with the available data for
other countries, such as Germany, Poland, and Italy [20].

The scenarios in which increases in the share of PV electricity were modeled for
the use cases of Slovenian and Italian yearly electricity mixes showed an impact reduction
in the climate change category and an increase in the impact category of mineral resource
scarcity [13], [25].

In the climate change category, higher values were observed in summer in
Serbia, possibly due to the lower shares of hydro generation. A lower impact can be
observed on summer days in Slovenia, with the lowest impact occurring during daylight
hours owing to the production of solar PV, which is consistent with available data [11],
[20]. Conversely, winter is associated with less output from solar PV, resulting in lower
shares of photovoltaics in the mix and a higher impact in the case of Slovenia [11].
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Figure 1: Time series of environmental impact category climate change for Slovenia (A)
and Serbia (B) electricity production mix in 2023. The average value is indicated by a
red line.

The results demonstrate that the highest daily values of GHG emissions can vary
depending on the electricity mix composition, which requires the best demand-side
management adoption strategies for off-peak emissions charging in the case of BEV or
smart infrastructure managing. The best time period for charging BEVs from the GHG
emission reduction perspective could differ between countries, although for a more
accurate assessment, electricity trading should also be considered when analyzing the
environmental impact of the electricity system [11].

4 Conclusions

This study highlights how the results can be applied to assess sector-specific
emission factors and improve the accuracy of GHG accounting in transportation,
buildings, and other end use sectors, such as data centers as they use significant amount
of electricity. The findings may be used in policy development, as most existing strategies
depend on static or demand-driven time-of-use tariffs and might not accurately reflect the
actual environmental impact of electricity production.



For systems with a significant share of intermittent RES, i.e., Slovenia,
seasonality and diurnal variations in renewable generation and resulting environmental
impact should be incorporated into charging and scheduling policies. Environmentally
differentiated tariffs or time-varying carbon pricing can potentially serve as effective tools
to encourage consumers to adjust their behavior, promoting energy use during periods of
lower environmental impact.
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Abstract: This paper presents the conceptual stage of the DTML-14.0 project,
establishing a framework that defines the methodological, architectural, and validation
foundations for integrating Digital Twin (DT) and Machine Learning (ML) in industrial
environments to monitor, analyse, and optimize industrial processes in real time. The
framework leverages real-time sensor data to enhance process efficiency, enable early
anomaly detection, and support data-driven decision-making. By combining
deterministic DT models with predictive ML algorithms, the framework can accurately
replicate system behaviour, forecast performance, and improve operational reliability.
The proposed DT-ML framework introduces a unified architecture that connects physical
modelling, loT-based data acquisition, and intelligent analytics for industrial
measurement and diagnostics. Although the work is currently conceptual, it outlines a
clear validation roadmap for pilot implementation, defining metrics for evaluating
predictive accuracy and maintenance efficiency.

Key Words: Digital twin, Machine learning; Industry 4.0, Forecast performance.

1 Introduction

The rapid evolution of Industry 4.0 has transformed traditional manufacturing and process
industries by introducing advanced digital technologies. Among the most influential tools
in this transformation are Digital Twins (DT), which serve as virtual replicas of physical
systems, enabling real-time monitoring, simulation, and optimization. At the same time,
Machine Learning (ML) has emerged as a powerful method for extracting patterns,
predicting failures, and enhancing decision-making based on large volumes of industrial
data. The integration of DT and ML offers a unique opportunity to improve measurement
and diagnostic methods, bridging the gap between physical processes and intelligent
analytics.

Industrial processes rely heavily on accurate measurements and diagnostics to ensure
reliability, safety, and efficiency. Conventional approaches often struggle to deal with
complex, dynamic environments where data variability and uncertainty are high. By
embedding sensors and [oT devices into machines, continuous streams of operational data
can be captured and fed into the digital twin for real-time analysis. ML models can then
process this information to identify anomalies, predict potential breakdowns, and
optimize performance. This approach not only reduces downtime and maintenance costs
but also enhances the sustainability and resilience of industrial systems.



In recent years, the integration of DTs with unsupervised learning approaches, such as
autoencoders combined with Long Short-Term Memory (LSTM) networks, has shown
remarkable promise in predictive maintenance scenarios, achieving anomaly detection
accuracies up to 98% in industrial machinery applications [1]. Another practical
implementation is found in food processing plants, where digital twin models coupled
with ML algorithms (regression, neural networks, clustering) successfully identify system
anomalies in real time [2]. A conveyor belt case study further demonstrates the efficacy
of a DT framework using ML for predictive maintenance in manufacturing environments
[3]. Similarly, Al-driven DT systems in smart manufacturing have improved predictive
accuracy by 35%, reduced unplanned downtimes by 40%, and optimized maintenance
costs by 25% [4].

The architecture of predictive maintenance solutions, leveraging IoT sensors, cloud
computing, and Al-enabled digital twins, has been documented to boost operational
reliability by 30% and reduce outages by 25% [5]. Recent pilot implementations in
production environments highlight practical challenges and lessons learned when
deploying DTs for maintenance, emphasizing the need for ongoing calibration and
resilience in real-world settings [6]. Beyond applied use cases, conceptual studies
investigate the co-evolution of Al, IoT, and DT technologies, mapping how these
interdependencies enhance system resilience and human-machine interaction in Industry
4.0 [7]. State-of-the-art reviews also underscore the pivotal role of machine learning in
enabling multi-scale, cross-domain digital twin functionalities such as modeling,
monitoring, optimization, and visualization [8].

Despite the growing adoption, challenges remain in areas such as cybersecurity, privacy,
and the integration of trustworthy Al within DT systems [9]. These limitations indicate
that while DT and ML are already reshaping industrial practices, their combined
application in measurement and diagnostic methods is still in its early stages and requires
further exploration.

This paper presents the conceptual phase of a project, in which a unified Digital Twin—
Machine Learning (DT-ML) architecture is designed for industrial measurement and
diagnostics. The framework integrates deterministic physical modeling with data-driven
learning and introduces an adaptive calibration loop between the physical and virtual
layers. Such implementations are still rare in the region, and this initiative establishes the
first integrated DT-ML testbed for industrial diagnostics at a national university in North
Macedonia. The scientific contribution of this work lies in defining the architecture, data
flow, and validation methodology that connect IoT-enabled sensing with predictive
analytics for process optimization.

The objective of this paper is to present a conceptual and practical framework integrating
Digital Twin and Machine Learning techniques for industrial processes, aimed at
enhancing diagnostic accuracy, enabling predictive maintenance, and supporting the
broader objectives of Industry 4.0.



2 Methodology

The methodology of this work is closely aligned with the planned activities of the DTML-
14.0 project and is structured in several phases:

i) Development of DT models via mathematical modeling and simulation,
ii) Integration of 10T sensors and data acquisition systems,

iii) Implementation of ML algorithms (i.e. Random Forest, LSTM) for predictive
diagnostics with target accuracy >85%,

iv) Validation in a real industrial environment, and
v) Deployment in pilot applications with SCADA/I0T platforms.

Since the DTML-14.0 project is in its conceptual stage, this section defines the system
architecture, data flow, and measurable objectives, such as prediction accuracy, latency
reduction, and diagnostic reliability that will guide and evaluate subsequent
implementation. The interaction between the DT and ML layers is modeled as a
continuous feedback loop, where live sensor data update the digital-twin state, and the
trained ML algorithms generate predictive diagnostics that are fed back to support early
warnings, fault detection, and maintenance decisions in the industrial environment.

2.1 System architecture

The proposed framework integrates DT and ML into a unified architecture tailored for
industrial measurement and diagnostic applications. The system consists of four main
layers: physical process layer, sensing and IoT layer, DT layer, and ML anf analytics layer
as it is shown in Figure 1.

‘ DTML System Architecture ’

Machine Learning & Analytics Layer

Digital Twin

Sensing and loT Layer

=

Physical Process Layer
Figure 1 DTML System Architecture
At the physical process layer, industrial equipment such as compressors, HVAC (Heating,

Ventilation and Air Conditioning) units, or production lines generate operational data
during real-time operation. The sensing and IoT layer captures this information using



vibration, temperature, pressure, and air quality sensors, which are connected via IoT
gateways to ensure continuous monitoring and secure data transmission.

The DT layer provides a continuously updated virtual replica of the physical system,
enabling real-time visualization, simulation of operational scenarios, and comparison of
measured and simulated behavior for deeper analysis.

Finally, the ML and analytics layer applies advanced ML algorithms, including
supervised methods (regression, random forest, neural networks) and unsupervised
methods (clustering, anomaly detection), to detect abnormal patterns, predict failures, and
optimize process performance. Cloud-based and edge-computing solutions are
considered to ensure scalability and real-time processing capability.

The communication between layers follows a modular architecture based on standard data
protocols to ensure interoperability. Feature-extraction and preprocessing modules are
designed to manage sensor-data heterogeneity and noise. During future implementation,
model performance will be evaluated through cross-validation and benchmarking against
traditional threshold-based diagnostics.

2.2 Measurement and diagnostic methods

Accurate measurement and diagnostics are essential to validate and continuously improve
the proposed DT-ML framework. Multiple measurement streams are acquired through
loT-enabled sensors, including:

e Vibration signals for detecting mechanical imbalance, wear, or misalignment.
e  Temperature measurements for identifying overheating and thermal stress.
e  Pressure and flow data for assessing process efficiency and stability.

e  Particulate concentration (PM2.5, PM10) for ensuring environmental and safety
compliance.

Collected data undergo preprocessing (noise reduction, normalization, and feature
extraction) before being fed into the ML model. Diagnostic methods rely on hybrid
approaches where deterministic models (derived from system physics) are combined with
data-driven ML models for enhanced accuracy. Predictive maintenance is achieved by
ML algorithms trained on both historical and live sensor data, enabling early-fault
detection and minimizing unplanned downtime.

2.3 Planned Validation and Evaluation Roadmap

Future validation of the DT-ML framework will be carried out in a real industrial
environment where process data are continuously measured and transmitted through an
integrated metering platform to a secure web interface. The DT environment will mirror
key operational parameters for comparison with real measurements, while the ML module
will analyze streaming data in real time to detect anomalies and forecast performance.

Model evaluation will rely on cross-validated experiments using recorded time-series
data, with performance quantified by Precision—Recall AUC (PR-AUC), F1-score, and
Mean Absolute Percentage Error (MAPE). Expected results include improved early-fault
detection and reduced diagnostic latency relative to conventional threshold-based



approaches. Pilot validation in the industrial environment will confirm the framework’s
accuracy, robustness, and adaptability, providing the basis for quantitative assessment in
later project phases.

3 Discussion

The proposed DTML framework (Figure 2) represents the conceptual foundation of an
ongoing initiative to integrate Digital Twin and Machine Learning technologies for
industrial measurement and diagnostics. It defines a unified architecture and data flow
logic designed for real-time, data-driven decision support in industrial environments.

Machine

User/Decision

loT Gateway Learning (ML) Slpportystam

model

Figure 2 Block diagram of DTML proposed model

Through continuous acquisition of sensor data, the digital-twin environment replicates
process dynamics and provides a synchronized virtual representation for simulation and
scenario testing without interrupting real operations. This coupling between live data and
virtual modeling enables the analysis of process deviations as they occur, supporting
anomaly detection and predictive maintenance decisions. Compared to conventional
threshold-based monitoring, the DT-ML approach is expected to deliver more accurate
diagnostics and earlier detection of performance degradation.

A key contribution of the framework is its methodological integration of model-agnostic
ML algorithms within the twin loop, supported by standardized data exchange and
evaluation metrics (PR-AUC, F1, MAPE). This structure enables transparent and
reproducible validation, facilitating comparison across different industrial contexts. In
practice, the framework provides operators with visualization and decision-support
capabilities that transform raw data into actionable insights, thereby improving response
time and maintenance planning.

The design also considers critical Industry 4.0 challenges, including data interoperability,
computational scalability, and reliability under real-time constraints. Although initial
implementation requires investment in sensing and infrastructure, the long-term benefits
in reliability, cost reduction, and energy efficiency are expected to be substantial.
Moreover, the framework is inherently modular and can incorporate explainable Al, edge
analytics, or federated learning in future phases, ensuring adaptability to evolving
industrial ecosystems.

Overall, the DT-ML system advances the integration of DTs and ML by establishing an
operational feedback framework where machine learning continuously informs the DT
and supports data-driven diagnostics. The forthcoming pilot validation will provide
empirical evidence on accuracy, robustness, and scalability, confirming its applicability
to real industrial processes.



4 Conclusion

This paper presented the conceptual development of a unified Digital Twin and Machine
Learning (DT-ML) framework for real-time monitoring, diagnostics, and optimization of
industrial processes. By linking virtual process models with live sensor data, the
framework enables synchronized simulation, predictive analytics, and data-driven
decision support aimed at improving reliability and operational efficiency.

The proposed methodology defines the architectural, analytical, and validation
foundations of the DTML-14.0 project, establishing a clear pathway from conceptual
design to industrial implementation. ML algorithms trained on historical and live data
will support predictive maintenance and provide recommendations for process
adjustment, while the DT environment will provide real-time visualization and
comparison between measured and simulated performance.

The study emphasizes the importance of accurate data acquisition, sensor integration, and
signal processing as prerequisites for trustworthy predictions and diagnostics. Designed
as modular and platform-agnostic, the framework can be applied across diverse industrial
domains, ensuring scalability and interoperability.

Future work will focus on pilot validation in a real industrial environment to assess
accuracy, robustness, and responsiveness under operational conditions. These results will
inform subsequent integration of advanced predictive algorithms, real-time feedback, and
explainable Al mechanisms.

Overall, the DT-ML framework establishes a flexible and transparent foundation for
bridging physical and digital industrial systems. Its combination of DT modeling and ML
analytics provides a pathway toward predictive, adaptive, and sustainable industrial
operations.
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Abstract: 7This paper presents the design and implementation of a digital feedback
loop for optimizing material consumption in a manufacturing environment. The study
focuses on small and medium—sized enterprises (SMEs) that often lack access to
costly Manufacturing Execution Systems (MES). We demonstrate how commonly
available tools such as Microsoft Excel, Power Query, and open—source solutions can
be combined. We created a functional feedback mechanism linking ERP data, CNC
machine outputs, and production logs. The proposed solution was developed and
tested In a woodworking company producing custom furniture components. By
Integrating heterogeneous data sources, we established a real-time overview of
material usage and waste, reducing manual work and increasing process transparency.
The study highlights the role of simple Extract Transform Load (ETL) tools in
supporting smart manufacturing, data—driven decision—making, and continuous
process improvement.

Key Words: Digital feedback loop, Smart manufacturing, Power Query, ERP
integration, Data transformation, Material optimization, ETL process

1 Introduction

The competitiveness of manufacturing enterprises increasingly depends on their ability
to digitalize and automate core business processes. However, many organizations face
challenges in implementing full-scale digital transformation. Incomplete digitalization
results in information silos, manual interventions, and inefficient workflows. Employees
often lack the necessary digital literacy to exploit the potential of available technologies,
and integration between systems such as Enterprise Resource Planning (ERP).
Therefore production control is frequently inadequate. For small and medium-sized
enterprises (SMEs), these challenges are further amplified by limited financial resources
and insufficient I'T support. While large companies can afford dedicated MES software,
SMEs must seek alternative, low-cost solutions for data integration and process
monitoring.

The aim of this paper is to explore how a digital feedback loop can be established using
affordable tools like Microsoft Excel, Power Query and open sources solutions to
optimize material usage in manufacturing processes. The approach demonstrates how
even basic tools can enable smart manufacturing principles, linking real-time data
capture, analysis, and feedback.



2 Related Work

To maintain competitiveness in the digital economy, effective change management and
the optimization of operational performance are crucial. These factors demand high
organizational agility. Traditional, periodic feedback methods are too slow to address
real-time challenges. Organizations are therefore shifting to Continuous Feedback
Loops (CFL). These act as a constant mechanism for capturing, analyzing, and
responding to events in the production process in real time. This dynamic approach
enables leaders to make data-driven adjustments and proactively address emerging
issues. This consequently increases agility and reduces resistance to change [1].

Key to operational management and performance improvement are Business
Intelligence (BI) systems, which transform raw data into knowledge for decision-
making. The Microsoft Power BI platform allows for the creation of real-time
dashboards, facilitating the tracking of Key Performance Indicators (KPIs) and enabling
timely, data-driven decisions. Such affordable solutions are particularly important for
Small and Medium-sized Enterprises (SMEs) [5]. The Action Design Research (ADR)
methodology is often used in research to develop and evaluate these solutions in a real-
world context [5, 7].

Establishing a digital feedback loop requires a reliable ETL (Extraction,
Transformation, Load) process to capture and transform data from various sources. In
the modern environment using predictive analytics, traditionally static ETL pipelines are
being transformed into dynamic feedback infrastructures. These operate as two-way
channels: they supply data for training (Forward Flow) and capture feedback from
model outputs or user responses (Backward Flow). This is essential for continuous
model learning and adaptation, enabling automated monitoring, retraining, and
redeployment [2].

The Power Query tool (integrated into Power BI and Excel) is recognized as suitable for
performing the ETL process even for less skilled users. It allows for data preparation,
processing, and cleaning, and addresses issues related to insufficient knowledge and
poor digital literacy of employees [6].

In real-time systems, data quality is the most critical success factor, because incomplete
or inconsistent data leads to inaccurate predictions and operational inefficiency. Data
quality assurance must be an integrated and continuous process throughout the entire
ETL lifecycle [3].

Beyond the technical challenges of digitalization, there is also the risk of degenerative
feedback loops in human-Al interactions. Interacting with biased Al systems alters
human judgment processes and consequently amplifies biases in people, triggering a
snowball effect [4]. This highlights the necessity of moving towards objective, data-
driven systems.

3 Research context

The research was conducted in a medium-sized woodworking company specializing in
the production of custom furniture for automotive interiors. Each product consists of
numerous wooden components manufactured from large wooden panels using CNC
machines. The production process starts with raw boards that are cut based on
Computer-Aided Design (CAD) drawings. The CAD software generates two files: a



visual layout in PDF file format and a binary file for machine control. The PDF file
contains the cutting layout, element identifiers, and quantities, while the binary file
serves as input for CNC machines.

The estimated standard for material consumption of the selected production item was
recorded in the bill of materials (BOM) within the ERP system. One of the main
challenges was the inconsistency between CAD and ERP identifiers, as the same
drawing could correspond to multiple ERP item codes. To enable integration, a mapping
function between CAD and ERP codes had to be developed. Data from the production
process was not stored in one system, and integration was missing. This led to
inefficient manual data reconciliation. Consequently, real-time monitoring of material
consumption was hindered.

4 Methodology

We developed the digital feedback loop following the Action Design Research (ADR)
framework, combining practical intervention with systematic evaluation. The process
consisted of four main stages: (1) identification of data sources, (2) integration and
transformation of data, (3) creation of a consolidated data model, and (4) validation and
visualization of results.

At first, all relevant data sources were identified, including ERP exports, PDF and CSV
files generated by CNC machines, and Excel records maintained by warchouse staff.
Each source used different file formats, encodings, and naming conventions. In the
second step, by using Power Query in Excel, we implemented an Extract-Transform-
Load (ETL) process to automatically gather and clean these data sources. Power Query
was chosen due to its accessibility, its ability to import multiple files simultaneously,
and its strong transformation capabilities. The ETL pipeline standardized column
names, removed inconsistencies, and merged records based on shared identifiers. In
third step, we established a mapping table to link CAD item identifiers with ERP
material codes, ensuring that all material usage data could be aggregated per product
and per production order. Finally, validation was performed through manual comparison
of calculated and recorded material consumption, and results were visualized through
Excel dashboards and summary tables.

5 Results

The implemented Power Query solution successfully connected data from multiple
heterogeneous sources into a unified view. By combining CNC-generated files, ERP
issue records, and Excel-based warehouse logs, the system provided an integrated
overview of material flow through production.
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Figure 1 — Production Process Overview and Feedback Loop

Figure 1 illustrates the manufacturing process flow from CAD design to production
feedback. Each stage generates digital data that feed into the feedback loop.

Figure 2 — Data Flow Diagram

Figure 2 presents the data flow architecture, highlighting sources, their connection and
dependencies and outputs.
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Figure 3 — ETL process supported by Power Query

Figure 3 presents the sources and steps of ETL process conducted in Power Query
module within Microsoft Excel application. The final results were exported as Excel
table.

The resulting system enabled real-time tracking of material usage per product,
identification of waste, and deviation analysis between normative and actual
consumption. Employees were able to verify discrepancies quickly, reducing manual
reporting and increasing awareness of material efficiency. The project confirmed that
even cost-effective software like Power Query with ETL process support (available in
Microsoft Excel), when properly configured, can replicate the essential functionalities
of MES. The costs of realizing such a system are also significantly lower. The approach
thus bridges the gap between traditional manufacturing and smart factory principles.

6 Discussion

The results demonstrate that SMEs can achieve substantial benefits from digital
feedback loops without investing in expensive IT infrastructure. The proposed solution
fosters collaboration between production, warehouse, and development departments by
providing shared visibility of operational data. However, challenges remain in ensuring
data quality and employee engagement. Training proved essential, as limited digital
literacy among staff initially hindered adoption. The study also highlights that



organizational readiness is as critical as technological capability in successful digital
transformation. From a technical perspective, Power Query and Python libraries such as
pandas can complement each other (Power Query for accessibility and Python for
advanced analytics). The next logical step involves extending this approach with
automated updates of normative in ERP application, predictive models for waste
reduction, and integration with Power BI dashboards.

7 Conclusion and Further Work

This research confirmed that a digital feedback loop can be implemented using standard
office tools like Microsoft Excel and Power Query, making smart manufacturing
principles achievable even in resource-constrained environments. The integration of
heterogeneous data sources improved transparency, material efficiency, and data-driven
decision making. The case study validated the feasibility of using low-cost digital tools
to replicate key MES functionalities.

Future research will focus on expanding automation, introducing real-time data
synchronization between ERP and production equipment, and developing predictive
analytics models to further optimize material usage and reduce production waste.
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Abstract:

Customer retention is a major problem in the telecommunications industry. This study
develops and evaluates models to identify possible churners. Machine learning
techniques (“Decision Trees”, “Random Forests”, “Logistic Regression” and “Neural
Networks (multilayer perceptron MLP) ) were applied through Python and R to analyze
the “Telco Customer Churn” Kaggle dataset, based on customer assests and service
usage. The data pre-processing compiled missing data and then standardized it.
Evaluation used nested 10-fold cross-validation with an inner loop for hyperparameter
tuning and mutual-information top-K feature pruning, with pre-processing confined to
training folds. In Python, RF and LR achieve F1(~0.629), with Logistic Regression
accuracy ~0.75. In R, Logistic Regression performed best (F1 = 0.60 + 0.03, Accuracy =
0.80 £ 0.01). Metrics derived from pooled confusion matrices averaged over folds equal
outer-fold means, confirming generalization across folds and between Python and R.
Research offers empirical evidence for transferring and testing churn prediction models
across Python and R in telecommunications analytics, with fully reproducible evaluation
and results.

Keywords: Customer churn, telecommunications, churn prediction, machine learning,
random Forest, decision tree, logistic regression, neural networks (MLP), Python, R,
Nested cross-validation

1 Introduction

For the providers of telecommunications, high customer churn means severe financial
losses since their customers leave for a variety of reasons that can range from unhappiness
to receiving better offers elsewhere or due to personal changes as also observed in works
on dynamic churn behavior [1]. The knowledge of predicting customer churn is important
in the process of retaining the customers [11]. Loss of customers means lost revenue for
businesses, because keeping existing clients is cheaper than acquiring new ones. Being
able to predict churn, allows companies to reduce expenses and increase revenue.
Organizations that can predict churn, enabling them to offer personalized rewards and
better service offerings to improve customer satisfaction and retention, can lead the
market and continue revenue generation for innovation. This paper compares the



performance of four supervised techniques: Decision Tree, Random Forest, Logistic
Regression and Neural Network (MLP) for predicting the telecom churn on public “Telco
Customer Churn” dataset [4]. A nested 10-fold model is used for unbiased estimation and
fair model selection. Accuracy, Precision, Recall and F1 score are reported as the outer-
fold mean + standard deviation performance using both Python (scikit-learn) and R (caret
with rpart/randomForest/nnet) implementations.

In contrast to almost all the studies in churn prediction, our analysis provides a cross-
language comparison (Python and R) of two of the most popular analytic languages in
industry that provide empirical evidence supporting reproducibility of estimation. In
addition, the study considers for a nested cross-validation (which is disregarded largely
in churn literature) to exclusively test the predictive model. These contributions not only
increase much-needed academic rigor (in the form of reproducible and methodologically
sound work), but also make participants’ efforts more valuable.

2 Literature Review

Customer churn analysis is an important domain in telecommunications that affects
revenue and customer loyalty. Several studies focus on churn models and the application
of machine learning and deep learning for predicting churn reduction in the
telecommunications sector, including data pre-processing and evaluation metrics, and
surveys that provide an overview of various methodologies [8]. This paper discusses the
current works, methodologies and results on churn prediction, reviewing advances and
most common approaches.

2.1 Overview of Existing Research on Churn Prediction

Various literature sources investigate the use of machine learning for churn prediction.
For instance, in [23] a data balancing was introduced, [5] emphasized the efficiency of
techniques and in [2] learning techniques were suggested to improve capacities. Churn
prediction has evolved from statistics to machine learning. Among the datasets used in
studies are those provided by telecom providers over platforms such as Kaggle for
example, “Telco Customer Churn” dataset.

2.2 Commonly Used Techniques and Models in Churn Prediction

The various machine learning algorithms used in churn prediction techniques, such as
SVM, k-NN, and other neural networks, have been shown to have varying benefits and
drawbacks in real-world churn prediction systems [14].

Ensemble techniques, like Random Forest and Gradient Boosting, are well-known tools
to improve the precision of models [5], [3], [26]. Highly imbalanced classes was one of
the challenges in churn prediction, for which SMOTE, and resampling have been used to
employ [23], [19], [20], [28], [9]. Feature selection is also an essential part to improve
the accuracy [2], [22], [25], [24]. Recent papers [17], [12], [7] have proved that more
powerful algorithms, especially the algorithms in LSTM and CNN, can be adopted to
describe complex temporal patterns and customer behavior. Model performance would
be generally in the form of numbers like accuracy, precision, recall, F1-score and AUC
score. Furthermore, graph-based social network analysis has been applied in churn
prediction to understand more about customer relationships [13]. There is also a new
tendency towards integrated frameworks of churn prediction together with customer



segmentation [28], [21], [30], while clustering methods are often combined with other
models for improved performance [29], [15]. In addition, the cloud-based ETL
frameworks are also useful for efficiently processing large-scale data extraction,
transformation, and loading [31].

This paper presents a cross-language benchmark on the Telco dataset. The models
implemented are Decision Tree, Random Forest, Logistic Regression, and a neural
network (MLP) in both Python and R. The ranks of the algorithms and their absolute
performance is reported along with Fold-aggregated confusion matrices for
reproducibility.

3 Dataset Description

This section describes the dataset used in the study, and its source.

3.1 Source of the Data

The study uses the publicly available "Telco Customer Churn" dataset from Kaggle [4].
The dataset contains 21 columns in total, from which 19 are predictors, 1 target (churn)
and 1 identifier (customeriD) describing customer demographics, service usage, and
account details from a telecommunications provider. The target is moderately
imbalanced. In the cleaned data (n=7032), Churn = Yes: 1869 (26.6%) and No: 5,163
(73.4%). Table 1 lists all attributed with brief descriptions and their measurement scales.

Table 1. Summary table of the variables

Variable Description Type / Values
customerID Unique customer String (excluded from modeling)
identifier
gender Customer gender Categorical: Female, Male
SeniorCitizen Senior status Binary: 0 = No, I = Yes
Partner Whether customer has a Categorical: Yes, No
partner
Dependents Whether customer has Categorical: Yes, No
dependents
tenure Number of months Integer: 1 —72
customer has stayed with
company
PhoneService Whether customer has a Categorical: Yes, No
phone service
MultipleLines Multiple line service Categorical: Yes, No, No phone service
InternetService Internet service provider Categorical: DSL, Fiber optic, No
OnlineSecurity Online security add-on Categorical: Yes, No, No internet service
OnlineBackup Online backup add-on Categorical: Yes, No, No internet service
DeviceProtection Device protection plan Categorical: Yes, No, No internet service
TechSupport Technical support add-on Categorical: Yes, No, No internet service
StreamingTV Streaming TV service Categorical: Yes, No, No internet service
StreamingMovies | Streaming movies service Categorical: Yes, No, No internet service
Contract Contract type Categorical: Month-to-month, One year,
Two year
PaperlessBilling Whether customer uses Categorical: Yes, No
paperless billing



PaymentMethod Payment method Categorical: Electronic check, Mailed check,
Bank transfer (automatic), Credit card

(automatic)
MonthlyCharges Monthly charges billed Continuous (float): 18— 118 USD
during tenure
TotalCharges Total charges billed Continuous (float): 19 — 8685 USD
during tenure
Churn Whether customer Categorical: Yes, No

discontinued service
during observation

These attributes capture key aspects of customer demographics, account setup, and
service usage that are commonly associated with churn behavior.

4 Methodology

In this section, approaches and steps taken in building and evaluating churn prediction
models were described. It shows the preparation of data and model, their training and
evaluation. Three methods were used to reduce the effects of class imbalance: stratified
folds, precision-recall-F1 evaluation reports, and class weights during tuning for Logistic
Regression and Random Forest.

4.1 Decision Trees

Decision Trees, a non-parametric method for classification and regression, iteratively
divide data based on input feature values [16]. Splits are determined by metrics like Gini
impurity:

Gini=1- ¥, p?
where pi is the probability of an element being classified for a particular class.

Decision trees provide advantages through their easy-to-understand structure and their
capability to process both numerical and categorical variables without needing
normalization or feature scaling. The interpretability of Decision Trees makes them
appropriate for applications that require transparency. The high degree of variance in
Decision Trees makes them sensitive to small input data perturbations, which results in
unstable tree structures. The model tends to overfit complex datasets when not limited by
regularization techniques such as pruning or maximum depth restriction.

4.2 Random Forest

Random Forest, an ensemble method, combines multiple decision trees to improve
accuracy [26]. Predictions are made by majority voting:

y=mode (y1, y2, ..., yn)

where yi is the prediction from the tree, and the term mode refers to the most frequently
occurring prediction among the individual decision trees.



The Random Forest models reduce overfitting in decision trees by training multiple trees
on different subsets of data and feature spaces. The ensemble method improves both
generalization performance and model robustness especially when dealing with high-
dimensional datasets [27]. Random Forests demonstrate the ability to detect complex
non-linear patterns, and they offer built-in feature importance scoring. The improved
predictive capabilities of Random Forests result in decreased interpretability because the
decision-making process becomes obscure through the combination of multiple trees. The
implementation of Random Forests demands additional computational resources which
include memory and processing time requirements especially when working with large
datasets or numerous trees.

4.3 Logistic Regression

Logistic Regression, widely used for classification, has been shown effective in telecom
churn prediction, including both traditional logistic models [10] and broader reviews of
churn prediction techniques. The logistic function is:

1
+e—(Bo+ BiXy + -+ BrXyn)

P=11%) = 1

where B3y, B1,-.., By are the coefficients of the model and Xj,..., X, are the feature values.

Logistic Regression is commonly used in binary classification problems due to its
simplicity, interpretability, and well-established statistical theory. Logistic Regression
also assumes that the independent variables are linearly related to the log-odds of the
dependent variable and that it allows for direct evaluation of feature contributions through
model coefficients. This aspect of Logistic Regression makes it best suited to situations
where model explainability is necessary. Nevertheless, its linearity limits its ability to
model complex, non-linear relationships between data. Furthermore, it can perform sub
optimally when there are correlated features that are of interest or when class distributions
are unbalanced unless additional pre-processing or regularization is employed.

4.4 Neural Network

A feedforward multilayer perceptron (MLP) was used to model non-linear relationships
[6][19]. Hyperparameters were tuned by inner cross-validation. The MLP used Adam in
Python and a quasi-Newton optimizer with weight decay in R.

Neural Networks are highly flexible models, capable of learning complex non-linear
relationships within data via hierarchical representation, and have also been optimized
with evolutionary and rain-inspired algorithms [17] [18]. This flexibility makes them
outperform traditional algorithms on tasks with large and intricate datasets, especially
where the interactions among features aren’t well defined. However, such flexibility
typically comes at the expense of increased risk of overfitting, especially when data are
sparse or noisy. Also, Neural Networks generally require painstaking hyperparameter
tuning and longer training time, and their internal representations are generally “black
box,” so they are less interpretable in practice than more transparent models like logistic
regression or decision trees.



4.5 Data Preparation

The dataset was prepared in Python and R programming environments and pre-
processing process were completed in multiple steps.

First, dependent variables: MonthlyCharges and TotalCharges were standardize
replacing decimal commas by periods (keeping only numbers). Next, 11 rows with NA
charge values and the customerID variable were removed since it’s a primary key without
analytical value. Categorical features were then processed using language-dependent
strategies, with python’s one-hot encoding and R’s factor levels. Independent variables
were also scaled for comparability of feature representation (in Python, by calling the
StandardScaler function; in R scale).

Pre-processing steps together enabled training and testing models on both programming
environments. It is also interesting to see how the combined effect of all steps can lead
from the raw data to a reduced sample size and what impact individual pre-processing
steps have on this.

The summary effect in Table 2. shows how many entries remain after big stages of pre-
processing.

Table 1. Dataset Size after Each Pre-processing Step

Pre-processing Step Rows Remaining Description
Original dataset 7043 Original data from Kaggle
After numeric conversion 7032 11 rows removed due to
and NaN removal in TotalCharges missing TotalCharges values
After dropping customerID 7032 No data loss
After encoding and standardization 7032 No data loss

Although tree-based models do not require scaling, a unified pipeline was used for
consistency and because scaling benefits scale-sensitive models such as logistic
regression and the multilayer perceptron.

4.6 Model Training and Evaluation

The construction and validation of predictive models require disciplined procedures for
training and evaluation. In this study, Decision Trees, Random Forests, Logistic
Regression, and a Neural Network (MLP) were implemented in Python and R and trained
within a nested cross-validation protocol. The outer 10-fold stratified split provided
unbiased test folds, while an inner stratified split was used for hyperparameter tuning and
mutual-information top-K feature pruning. All pre-processing (encoding and
standardization) was fit on the training portion of each fold only and applied to the
corresponding validation/test portion to prevent leakage.

Hyperparameters were optimized in the inner loop with grid search to be tested finally on
the outer test folds. For the Decision Trees parameters maximum depth, minimum
samples per split/leaf and cost-complexity were tuned. For Random Forest number of



trees, max depth and subsampling of features were tuned. Logistic Regression models
were tuned for the choice of penalty type and strength. For the multilayer perceptron
(MLP), hyperparameters were hidden-layer size, L2 penalty (weight decay), learning rate,
and batch size. The Fl-score was preferred metric and class weighting of Logistic
Regression and Random Forest was another method to deal with class imbalance.

Feature processing formed part of the modeling pipeline. After localized-number
cleaning and removal of rows with missing charges, the identifier (customerID) was
dropped, categorical predictors were encoded, and numeric features were standardized.
Feature ranking by mutual information was computed on the training split only, and atop-
K subset (K € {10, 20, 30, all} was selected jointly with the model hyperparameters
inside the inner loop.

To evaluate models fairly under class imbalance, multiple metrics were reported for the
outer test folds. Overall accuracy measured the proportion of correctly classified
instances:

TP+TN
TP+TN+FP+FN

Accuracy =

where TP (True Positives), TN (True Negatives), FP (False Positives), and FN (False
Negatives).

The measure Precision reports how correct are the positive predictions by describing what
fraction of the predicted positive instances are actually positive. It is defined as:

P .. -
recision TP + FP

Contrastingly, Recall measures how well the model identifies all actual positive cases,
calculated as the ratio of true positives to the sum of true positives and false negatives. It

is calculated as:
TP

R L
ecall = T T FN

In order to trade-off precision and recall not particularly important in this specific
application, we used the F1-Score as their harmonic mean:

Precision = Recall
F1=2

Precision + Recall

These metrics together offer a more nuanced interpretation of model performance,
considering both the correctness of positive predictions (precision) and the completeness
of the identified positives (recall). For each model, the outer-fold mean + standard
deviation was reported for these metrics. In addition, predictions were aggregated across
all outer test folds to form a pooled confusion matrix, from which pooled Accuracy,
Precision, Recall, and F1 were recomputed as a robustness check.



In customer churn prediction, besides the previously defined and explained basic metrics,
it is also useful to include the ROC curve (Receiver Operating Characteristic) together
with its related AUC value. The ROC curve shows how the model relates correctly
identified churners (true positive rate) to wrongly labeled cases (false positive rate) for
several decision thresholds. The AUC helps to see how well the model separates users
who are likely to leave from those who will stay. This kind of visual overview is often
helpful when presenting results to a broader audience.

In this paper, the AUC and ROC curves were not chosen as the main comparison criteria,
because the focus was mainly on the balance between precision and recall, and this can
best be seen through the F1 measure. Since the dataset is not strongly imbalanced (around
27% of the cases are labeled “Churn = Yes”), the F1 score was considered a good
indicator of how well the model detects users who might leave, without producing too
many false alarms. In future work, we plan to include an additional analysis of model
behavior using ROC and Precision—Recall curves.

To enable the repetition of the modelling process, the following subsection provides
additional implementation details.

4.7 Implementation Details and Reproducibility

For reproducibility, all models were implemented using the scikit-learn library in Python
and the caret package in R. In Python, for the RandomForestClassifier and
LogisticRegression models, the parameter class weight='balanced' was used to handle
class imbalance by adjusting the weight of each class according to its frequency.

The training data from each inner fold received resampling and rebalancing operations
but the outer test folds remained unmodified to stop data leakage. This procedure ensured
that preprocessing and parameter tuning were “fold-safe,” providing a fair and unbiased
model evaluation.

5 Results and Discussion

This section reports performance for Decision Tree, Random Forest, Logistic Regression,
and a Neural Network (MLP) under the nested 10-fold protocol. Metrics are computed
on the outer test folds only; values are shown as mean + standard deviation across the 10
folds.

5.1 Evaluation of the Decision Tree Model

The pooled (across the 10 outer folds) confusion matrix shows the counts of true positives
(TP), false positives (FP), false negatives (FN), and true negatives (TN). The positive
class is Churn = Yes. The convention used is [TP FP; FN TN].

Table 2. Pooled confusion matrix for Decision Tree

Environment TP FP FN N

Python 991 878 626 4537



R 907 962 500 4663

The classification report is providing many metrics, including F1 score, precision recall,
and overall accuracy for positive class (Churn = Yes).

Table 3. Classification report for Decision Tree

Environment  Accuracy  Precision Recall  FI

Python ‘ 0.786 0.530  0.613 0.569
R ‘ 0.792 0.485 0.645  0.554

Both languages show similar accuracy (=0.79) with the typical tree trade-off: moderate
recall for churners but lower precision. Python’s tree has slightly higher precision, while
R’s has slightly higher recall.

5.2 Evaluation of the Random Forest Model

Table 4. Pooled confision matrix for Random Forest

Environment TP FP FN N

Python ‘1303 566 971 4192
R ‘980 889 529 4634

Table 5. Classification report for Random Forest

Environment Accuracy Precision Recall Fl
Python ‘ 0.781 0.697 0.573 0.629

R ‘ 0.798 0.524 0.649 0.580

Random Forest reduces variance relative to a single tree. Python emphasizes precision
(fewer false positives), while R attains higher recall (more churners found). Overall F1 is
competitive in both.

5.3 Evaluation of the Logistic Regression Model

Table 6. Pooled confusion matrix for Logistic Regression

Environment TP FP FN TN

Python ‘ 1497 372 1397 3766

R ‘ 1030 839 542 4621



Table 7. Classification report for Logistic Regression

Environment Accuracy Precision Recall FI
Python ‘ 0.748 0.801 0.517 0.629

R ‘ 0.804 0.551 0.655 0.599

A valid baseline is still Logistic. Python favors precision (very few false positives), while
R balances recall and accuracy better. Across languages, this model is among the top two
models by F1.

5.4 Evaluation of the Neural Network (MLP) Model

Table 8. Pooled confusion matrix for Neural Network (MLP)

Environment TP FP FN TN

Python ‘975 894 499 4664
R ‘920 949 537 4626

Table 9. Classification report for Neural Network (MLP)

Environment  Accuracy  Precision Recall  FI

Python ‘ 0.802 0.522  0.662 0.583
R ‘ 0.789 0.492 0.631  0.553

The MLP captures non-linear patterns and attains accuracy around ~0.79-0.80, with recall
higher than precision. Performance is slightly below Logistic Regression and Random
Forest on F1, consistent with tabular churn tasks without heavy rebalancing.

5.5 Overall comparison of models

Performance across Python and R for all four models is summarized in Table 11 below,
displaying the outer-fold mean results for Accuracy, Precision, Recall and F1-score.
Although complete results for every model are given in the previous subsections, this
summary facilitates a comparison of strengths. Logistic Regression had the best balance
of overall accuracy and F1-score, followed closely by Random Forest. Decision Trees
and Neural Networks (MLP) got less F1 but maintained similar accuracies (~0.79-0.80).
These findings demonstrate that even interpretable, simple models can achieve
competitive performance in tabular churn prediction.

Table 10. Summary of model performance across Python and R

Model Environment Accuracy Precision Recall Fl

Decision

Python 0.786 0.530 0.613 0.569
Tree



Decision R 0.792 0.485 0.645 0.554
Tree
Random Python 0.781 0.697 0.573 0.629

Forest

Random R 0.798 0.524 0.649 0.580
Forest

Logzstz.c Python 0.748 0.801 0.517 0.629

Regression
Logistic

. R 0.804 0.551 0.655 0.599
Regression

Neural
Network Python 0.802 0.522 0.662 0.583
MLP
Neural
Network R 0.789 0.492 0.631 0.553

MLP

6 Conclusion

This study has systematically construct and empirically examined each of four churn
prediction models (Decision Tree, Random Forest, Logistic Regression and Neural
Network (MLP). A nested 10-fold cross validation with inner-loop hyperparameter
optimization, mutual-information based top-K feature selection and leakage-safe pre-
processing was implemented.

The results were validated on multiple programming contexts. Best performance was
achieved by Logistic Regression, where R has F1 = 0.60 + 0.03 and Accuracy ~ 0.80 =
0.01. In Python it scores F1 = 0.63 with similar Accuracy = 0.75. Random Forest came
very close behind (Python F1 =~ 0.63, Accuracy =~ 0.78). Decision Tree and Neural
Network (MLP) achieved lower (= 0.55) F1 scores however still retained high accuracy
(~0.79-0.80). The aggregated metrics derived from the confusion matrix of the outer
folds exhibit minimal variation from their respective means, indicating that the estimates
are both stable and unbiased.

Code for the proposed distance metric is provided in both Python and R. The comparison
across programming languages through fold-safe computation results is presented,
opening possibilities for further research. The parameters are carefully tuned by
validation data and the robustness of these models is ensured with strict evaluation of
modeling process, without test set leakage.

From a methodological perspective, regularized Logistic Regression is an interpretable
and powerful baseline for this dataset. Random Forest and several tree-based models are
still helpful in approximating the non-linear associations and relative importance of
features. All predictions will need to be calibrated for probabilities (probability
calibration) and thresholds aligned with real-world costs before the model can enter a
business workflow for decision. It has been observed that usage of class weights and fold-



safe resampling improves recall. It is recommended that 10-fold cross-validation be used
for good model selection and interpretation.

7 Contributions and Future work

This work is novel in two ways. First, a comprehensive cross-language comparison of
churn prediction models was conducted using data from multiple companies, whether of
being coded by Python or R, all of which reaches equivalent performance, and an
approach based on leakage-safe nested cross-validation, performing robust and unbiased
evaluation. These contributions enlarge the methodological frontiers of churn prediction
research and offer a practical contribution that is useful to both researchers and industry
professionals willing to approach reproducible and transferable workflows.

Future research should explore several directions. The propsed pipeline needs to be tested
with different datasets, operators and timelines for external and temporal validity.
Additionally, a fold-safe rebalancing algorithms and threshold and cost sensitive
optimization if reasonable for the real retention rules should be studied.
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Abstract: Retailers traditionally rely on generic promotional catalogues that provide
identical offers to all customers, regardless of their purchase histories or preferences.
This “one-size-fits-all” approach often results in low engagement and inefficient
allocation of marketing resources. This study investigates how cloud computing and
artificial intelligence (AI) can automate the generation of personalized promotional
offers, improving both customer relevance and retailer efficiency.

Using a mixed-methods design science approach, requirements were gathered through
interviews with marketing and IT staff, and a recommender system was developed by
integrating ERP data, transaction histories, and product attributes into a private cloud
environment. From a weekly pool of over 150 promotions, including more than 600
products in promotion, the system generated personalized lists of 6—20 promotions per
customer, delivered via email, mobile applications, and print-ready flyers. A 12-week
randomized controlled trial involving 400,000 loyalty program members evaluated the
solution s impact.

Results show that customers receiving personalized offers generated 10% higher sales
compared with the control group. Moreover, a positive correlation was observed between
exposure frequency and both shopping frequency and basket growth, ranging from 6% to
36%. Marketing processes were standardized, improving campaign quality and
consistency while reducing manual variability. Qualitative feedback confirmed that
customers perceived the offers as more relevant and convenient, while highlighting the
importance of clear communication about data usage, even though privacy is formally
managed through the loyalty program.

This study provides empirical evidence of the measurable business impact of hybrid
recommender systems in grocery retail and emphasizes the importance of transparency,
governance, and trust for successful Al-driven personalization.

Key Words: artificial intelligence, cloud computing, grocery retail, personalization,
recommender systems

1 Introduction

Retailers have traditionally relied on weekly catalogues and price promotions to stimulate
consumer demand [1] [2]. These catalogues, whether printed or distributed via email,
typically present a broad selection of over 150 promotions, representing more than 600
products, designed to appeal to the widest possible audience, as shown in Figure 1. While
effective in generating short-term revenue, such generic promotions risk creating
promotional fatigue when offers lack relevance to individual customers, leading to
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diminished engagement and inefficient marketing expenditure. Moreover, generic
promotions can weaken the perceived value of loyalty programs, which are intended to
foster behavioral loyalty through relevant benefits [13].

(@ SOCNA IZBIRA NA NASI TRINICI

Figure 1: Weekly leaflet

The increasing digitalization of commerce has shifted customer expectations toward more
personalized and data-driven experiences. Advances in information technology (IT),
particularly in cloud computing and artificial intelligence (AI), now enable retailers to
mine large volumes of transactional data and deliver individualized promotions at scale.
Affordable computing power and elastic infrastructure in the cloud have lowered barriers
for retailers to deploy sophisticated recommendation systems that learn from purchase
histories, demographic characteristics, and seasonal patterns [3].

Despite these technological possibilities, many grocery retailers continue to rely on
manual, generic campaigns. These catalogues require considerable staff effort to compile
yet often include products irrelevant to segments of the customer base. This inefficiency
not only wastes marketing resources but may also undermine the perceived value of
loyalty programs. The COVID-19 pandemic further accelerated the shift to online and
mobile shopping, fundamentally altering consumer expectations for timely and
personalized promotional content [4], [14]. Although recommender systems are well
established in academic literature, few studies document their deployment and evaluation
in grocery retail practice, where weekly catalogues remain dominant.

This paper examines how a grocery retailer in Slovenia digitally transformed its
promotional practices through the deployment of a Al-based recommender system. The
study contributes to the literature on personalized marketing, cloud architecture, and Al
by demonstrating how these techniques can be combined into an end-to-end solution in a
real-world context.

The remainder of the paper is structured as follows. Section 2 reviews related work on
personalized marketing and enabling technologies. Section 3 defines the research
problem and objectives. Section 4 details the methodology and system architecture.
Section 5 presents the results of the case study. Section 6 discusses the implications and
limitations, and Section 7 concludes with directions for future research.



2 Literature review

Early attempts to personalize promotions relied on rule-based expert systems and market
basket analysis (MBA). The seminal work of Agrawal, Imielinski, and Swami [5]
introduced association rule mining, enabling retailers to identify frequently co-purchased
item pairs and recommend complementary products. Building on this foundation, Olson
and Lauhoff [6] describe how MBA techniques can be applied in retail analytics to
uncover actionable cross-selling opportunities.

With the growth of data availability, machine learning has driven the development of data-
driven recommender systems capable of uncovering complex patterns in customer
preferences. Collaborative filtering approaches, which infer a user’s interests based on
similarities with other users, have become widely adopted in e-commerce platforms [7].
In contrast, content-based methods rely on product attributes and individual user profiles.
To overcome the limitations of these approaches, particularly the cold-start problem,
hybrid recommender systems that integrate collaborative and content-based features have
been proposed and empirically validated [8]. This study builds on this stream of research
by implementing and evaluating a hybrid model in a real-world grocery retail setting,
thereby providing empirical evidence of its business impact.

The rise of cloud computing has been critical for scaling these systems. Public, private,
and hybrid cloud infrastructures provide on-demand computing and storage resources for
processing vast transactional datasets and delivering real-time recommendations. Zhang,
Yao, Sun, and Tay [9] emphasize that cloud-based and distributed architectures make it
feasible for retailers to deploy sophisticated personalization engines. Furthermore, edge
computing has been explored to reduce latency in mobile applications, although core
recommendation algorithms generally remain centralized in data centers.

Evidence from practice underscores the business value of personalization. For instance,
Park, Park, and Schweidel [10] found that mobile coupon promotions in a supermarket
context significantly increased purchase likelihood and basket value, with free-sample
coupons delivering enduring sales effects. Similarly, Kim, Choi, and Li [11] demonstrate
that deep learning—based recommendation models balancing accuracy and diversity
achieve higher levels of customer satisfaction compared with traditional algorithms. More
recent findings suggest that personalized recommendations enhance the trust—
satisfaction—loyalty chain in digital commerce [12].

Despite these successes, challenges persist. Issues such as data sparsity, seasonality,
privacy concerns, and the need for continuous model maintenance remain central research
topics [9]. Proposed solutions include incremental learning techniques, federated
learning, and the integration of contextual signals (e.g., time of day, location, device) into
recommendation models.

Our case study contributes to this evolving body of knowledge by presenting an end-to-
end solution that integrates a private cloud environment, an ERP system, and a machine
learning platform for delivering scalable and secure personalized promotions in the
grocery retail sector.

3 Problem definition

The retailer examined in this study currently distributes a weekly catalogue containing
over 150 promotions, including more than 600 products. The catalogue is created
manually by selecting products from the enterprise resource planning (ERP) system and
formatting a leaflet that is subsequently printed and distributed to loyalty program



members via email and mobile application. This process results in generic,

undifferentiated promotional content, whereby all customers receive the same offers

regardless of their purchase histories or preferences. Consequently, mismatches occur.

For example, vegetarian customers may receive offers for meat products, or households

that have recently purchased bulk quantities of household staples may be targeted with

redundant promotions. Such inefficiencies lead to low customer engagement and
suboptimal allocation of marketing resources.

This situation highlights a significant research gap: although the retailer possesses rich

transactional and product data, these assets remain underutilized in guiding marketing

decisions. The primary research question addressed in this study is therefore:

To what extent can cloud computing and Al be leveraged to automate the generation of

personalized promotional offers, and how do such offers impact customer engagement

and marketing efficiency compared with traditional generic campaigns?

To address this question, the study sets the following objectives:

e To design a system architecture that integrates the retailer’s ERP system, historical
transaction database, and product catalogue with a private cloud platform capable of
running Al algorithms.

e To develop a recommendation model that learns from customers’ purchase patterns
and product attributes to generate individualized offers based on weekly promotions.

e To implement a multi-channel delivery mechanism (email, mobile application, and
printed leaflets) to distribute personalized promotions.

e To evaluate the effectiveness of the solution by comparing engagement metrics and
marketing efficiency with baseline generic campaigns.

4 Methodology

To evaluate the proposed solution and ensure its practical relevance, a structured research
process was adopted. The methodology follows the principles of design science research,
which emphasizes building and evaluating artefacts that address real organizational
challenges. This approach was particularly appropriate given the dual objectives of this
study: to design a technically robust recommender system and to assess its measurable
impact on customer behavior and sales performance. The following subsections outline
the research approach, system architecture, and evaluation procedure in detail.

4.1 Research approach

This study employed a mixed-methods design science approach, combining qualitative

design activities with quantitative evaluation. This approach was selected to ensure that

the solution was both scientifically rigorous and organizationally relevant. The research
process followed four main phases:

e Knowledge base review: A structured review of the literature and best practices in
recommender systems, cloud-based analytics, and digital personalization (Section 2)
to establish a theoretical foundation.

e Requirement elicitation: Semi-structured interviews with marketing, IT, and data
analytics teams to capture functional and non-functional requirements for the system,
with particular emphasis on integration with existing ERP data and privacy-
compliant handling of loyalty program information.

e System design and implementation: Development of a prototype recommender
system that generates personalized promotional lists from a pool of over 150



promotions, covering more than 600 products. The system was deployed in a private
cloud environment to ensure scalability and data sovereignty.

Evaluation: A 12-week randomized controlled trial involving 400,000 loyalty
program members was conducted. The primary quantitative metric was sales growth,
comparing customers who received and engaged with personalized promotions
against those who did not view them. In addition, the analysis examined the
relationship between exposure frequency and customer behavior, measuring changes
in shopping frequency and basket growth rate.

This approach ensured that the system was developed to meet real organizational needs
and that its effectiveness was measured based on business impact rather than intermediate
digital engagement metrics.

4.2 System architecture
The proposed solution integrates existing enterprise systems with cloud-based analytics
and machine learning components.
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Figure 2: System architecture for personalized promotions

It comprises four main layers, as shown in Figure 2:

ERP and transaction layer: The retailer’s ERP system stores product information,
inventory levels and transaction records. A data extraction module periodically
transfers purchase histories and product attributes to the analytics platform.

Data Asset Management (DAM) system maintains a repository of product images for
marketing use.

Analytics platform: A private cloud environment hosts a scalable analytics platform.
The platform performs data cleaning and feature engineering. The choice of a private



cloud balances scalability with data sovereignty, ensuring sensitive customer
information remains under retailer control.

e Recommendation engine — A hybrid recommendation model was implemented,
combining collaborative filtering with content-based filtering.

1. Collaborative filtering: User—item interactions were represented in a sparse
matrix, with matrix factorization used to learn latent factors capturing
similarities among customers and products.

2. Content-based filtering: Product attributes such as category, price range, and
nutritional tags were encoded as feature vectors.

3. Hybrid model: A neural network combined latent and content features to
predict customer—product relevance scores. Cold-start issues for new
products were mitigated by weighting content-based features more heavily
until sufficient interaction data accumulated.

4. Bias mitigation: Historical campaign performance and A/B testing results
were used to fine-tune the model and reduce systematic biases.

e Delivery channels: From the pool of over 600 weekly promotional products, the
system generated tailor-made lists of 6-20 promotions per customer. These lists
represented a new service introduced by the retailer, shifting from a generic catalogue
toward individualized offers. Personalized lists were assembled into HTML emails,
mobile application, and print-ready flyers via a template engine. The campaign
management module handled scheduling, channel preferences, and event tracking
(open rates, exposures, purchases).

4.3 Evaluation procedure

The evaluation followed a randomized controlled trial (RCT) design over a 12-week

period. A total of 400,000 loyalty program members were randomly assigned into two

groups:

e Control group: continued receiving the generic weekly catalogue with over 150
promotions, including more than 600 products.

e Treatment group: received personalized lists of 620 promotions generated by the
recommender system, delivered through their preferred channels (email, mobile
application, or print-ready flyer).

Randomization was stratified by demographic and behavioral attributes (e.g., household

size, past purchase frequency) to ensure the two groups were comparable at baseline.

The primary outcome measure was sales growth, calculated as the percentage difference

in total revenue per customer between the treatment and control groups. Two secondary

metrics were evaluated:

e  Shopping frequency: change in the number of shopping trips per customer during the
evaluation period.

e  Basket growth rate: change in the average value of a customer’s basket compared to
baseline.

In addition, we analyzed the relationship between exposure frequency and customer

behavior by grouping treatment customers based on the number of times they viewed

personalized promotions. Correlation analysis was conducted to determine whether
increased exposure was associated with higher purchase frequency and sales growth.

Sales, frequency, and basket data were aggregated at the customer level. Independent

samples tests were applied to compare treatment and control groups, and Pearson



correlation coefficients were used to evaluate the association between exposure frequency
and behavioral outcomes. Statistical significance was set at p < 0.05.

4.4 Limitations

While the study applied a rigorous mixed-methods approach, several limitations should
be acknowledged.

First, the evaluation was conducted with a single retailer in the grocery sector, which may
limit the generalizability of findings to other retail formats such as fashion, electronics,
or specialty goods. Future studies should validate the proposed architecture across diverse
retail contexts.

Second, the 12-week timeframe restricted the ability to capture long-term customer
behavior shifts and seasonality effects. Extended deployments would provide deeper
insights into customer loyalty, repeated use of personalized promotions, and the
sustainability of observed benefits.

Third, while privacy and data protection are fully managed through the retailer’s loyalty
program, where customers explicitly consent to the use of their personal data for
promotional purposes, future research could explore additional privacy-preserving
machine learning techniques (e.g., differential privacy, federated learning). These
approaches could further strengthen customer trust and offer insights into how to balance
personalization accuracy with enhanced data protection.

By recognizing these limitations, the study provides a transparent basis for interpreting
the findings and highlights opportunities for further research.

5 Results

The following sections present the results of the 12-week randomized controlled trial,
structured around the research objectives. The analysis covers system performance, sales
impact, behavioral changes, and process improvements.

5.1 System architecture and efficiency

One of the key objectives of this project was to design and implement a system
architecture that integrates the retailer’s enterprise systems with a private cloud analytics
platform. The implemented solution achieved this goal and, most importantly,
standardized the process of leaflet and campaign creation. By embedding product data,
layouts, and images into a unified workflow, the system ensures that both the generic
weekly catalogue and the newly introduced personalized lists are generated using the
same templates and procedures.

This standardization reduced inconsistencies, eliminated manual rework, and improved
the overall quality and branding consistency of campaign materials. Marketing staff
reported that the automated workflow provided greater clarity and predictability in leaflet
preparation, making the campaign process more efficient and less error prone. They
highlighted that this freed time for focusing on creative and strategic aspects of campaign
design rather than repetitive formatting tasks. At the same time, they emphasized the
importance of ongoing monitoring to ensure that the automatically generated content
remains aligned with branding guidelines and current marketing priorities.

5.2 Sales Impact
The evaluation demonstrated a significant positive impact on sales performance as a result
of introducing personalized promotions. During the 12-week randomized controlled trial,



customers in the treatment group—who received personalized lists of 6—20 promotions—
generated 10% higher sales compared with customers in the control group who did not
view personalized promotions.

This sales lift provides robust evidence that tailoring offers from the existing pool of over
150 promotions (600+ products) weekly promotional products can meaningfully
influence purchasing behavior. The result confirms that personalization not only engages
customers but also drives measurable business outcomes in terms of revenue growth.

5.3 Shopping Frequency and Exposure Analysis

Beyond overall sales growth, the analysis revealed a clear behavioral shift among
customers exposed to personalized promotions. A positive correlation was observed
between the number of times customers viewed personalized promotions and their
subsequent shopping frequency and basket growth rate.

Specifically, customers with the highest exposure to personalized lists demonstrated
increases in shopping frequency and basket value ranging from 6% to 36% relative to
their baseline purchasing behavior. This finding suggests that repeated exposure to
relevant, targeted offers does more than generate one-time purchases — it encourages
more frequent store visits and gradually increases overall spending per visit.

These results reinforce the potential of personalization as a long-term engagement driver,
demonstrating that the system not only produces an immediate sales uplift but also
contributes to more sustained customer participation in promotional campaigns.

5.4 Multi-channel delivery performance

The multi-channel delivery component performed reliably throughout the evaluation
period. Personalized lists were successfully distributed via email, mobile application
notifications, and print-ready flyers, ensuring broad customer coverage regardless of
preferred channel.

The campaign management module correctly applied channel preferences, guaranteeing
that customers received offers through their chosen medium. This not only improved
customer experience but also provided the data granularity needed to track exposure
frequency at the individual level. Such tracking was essential for the correlation analysis
that linked repeated promotion views to increased shopping frequency and sales growth.
Marketing staff highlighted that the unified campaign management interface simplified
scheduling and allowed them to monitor delivery performance across all channels in a
consistent manner. This improved visibility enabled faster detection of issues and ensured
that campaigns remained synchronized across digital and physical touchpoints.

5.5 Overall impact

Taken together, the results demonstrate that the implementation of the personalized
promotion system achieved both operational and business objectives.

On the operational side, the system successfully standardized the campaign creation
process, improving quality, consistency, and collaboration between marketing and IT
teams. This unification of workflows for generic catalogues and personalized lists
reduced manual rework and allowed marketing staff to focus more on strategic planning
and creative design.

On the business side, the introduction of personalized lists delivered a measurable 10%
sales uplift and a clear behavioral shift among customers, with shopping frequency and
basket values increasing in proportion to the number of times personalized promotions
were viewed (6—36% growth range). These results confirm that personalization not only



enhances campaign relevance but also drives sustainable revenue growth when deployed
at scale.

Collectively, these outcomes show that the solution is a viable, scalable approach for
transforming a retailer’s traditional promotion process into a data-driven, customer-
centric service, generating value for both the business and its customers.

5.6 Summary of findings

The evaluation confirms that the personalized promotion system successfully met the
research objectives. The solution not only standardized and improved the campaign
preparation process but also delivered measurable business outcomes, including a 10%
increase in sales and significant growth in shopping frequency and basket size among
highly exposed customers.

Table 1: Summary of research objectives, evidence, and outcomes

Outcome

Research Objective

Key Evidence

Design and implement a system
architecture integrating ERP,
transaction data, and private
cloud

Four-layer architecture deployed in private
cloud; ensured data sovereignty and integration
with loyalty program consent process.

Achieved
Functional, secure and
compliant

Generate personalized
promotions from 600+ weekly
offers

Automated  production of 6-20 item
personalized lists per customer using unified
workflow.

Achieved
Personalization service
fully operational

Implement multi-channel | Campaign engine supported email, app, and | Achieved
delivery (email, app, print) print channels; honored customer preferences; | Reliable multi-channel
provided exposure tracking. execution
Measure business impact Sales lift of 10% compared to control group; | Achieved
positive correlation between exposure frequency | Clear  evidence  of
and shopping frequency/basket growth (6-36%). | revenue and
engagement impact
Standardize campaign  Unified templates and workflows reduced | Achieved
preparation process manual variability and improved brand | Enhanced process
consistency. quality and
predictability

6 Discussion

The findings of this study provide clear evidence that personalized promotions, enabled
by a cloud-based recommender system, deliver a tangible business impact in grocery
retail. Customers who received personalized lists of 620 items drawn from the weekly
pool of 150+ promotions generated 10% higher sales compared with customers in the
control group. Moreover, analysis revealed a positive, exposure-dependent behavioral
shift, with shopping frequency and basket growth improving between 6% and 36% among
customers who repeatedly viewed personalized offers.

From an operational perspective, the solution standardized the campaign preparation
process, ensuring consistent templates, layouts, and workflows across both generic
catalogues and personalized lists. This process of improvement reduced variability and
improved quality, allowing marketing teams to focus more on strategic planning and
creative campaign development.



These findings confirm prior research demonstrating the advantages of data-driven
personalization over generic approaches [5], [7], [8] and extend the literature by providing
evidence of sales uplift and behavioral change in a real-world grocery retail environment.
By showing that personalization can both increase revenue and standardize internal
workflows, the study suggests that such systems create dual value: enhanced customer
outcomes and improved operational discipline.

Privacy and data protection were fully managed through the retailer’s loyalty program,
where customers explicitly consent to the use of their data for promotional purposes.
Nevertheless, the results highlight the importance of transparent communication and
algorithmic governance to maintain customer trust. Regular monitoring and bias detection
remain essential to ensure that personalization remains fair and aligned with customer
expectations [9], [12].

The following subsections elaborate on the theoretical implications, managerial
implications, and directions for future research.

6.1 Theoretical implications

This research contributes to the recommender systems literature by providing empirical
evidence that hybrid recommendation models can deliver measurable business impact in
a real-world grocery retail setting. While hybrid recommenders—combining
collaborative filtering and content-based methods—have been widely studied in theory
[8], relatively few studies report large-scale deployments that quantify revenue impact
and behavioral change. The observed 10% sales uplift and the positive, exposure-
dependent growth in shopping frequency and basket size strengthen the argument that
hybrid models are not only effective in overcoming cold-start problems but also capable
of driving sustainable business outcomes when applied to high-frequency retail
environments.

In addition, the study advances the design science perspective by demonstrating how ERP
data, transaction histories, and product attributes can be integrated within a private cloud
architecture to satisfy both functional requirements (accuracy, scalability) and non-
functional requirements (data protection, compliance, and operational integration). The
proposed architecture serves as a reference design for practitioners and researchers,
illustrating how theoretically sound recommender models can be operationalized into an
enterprise-grade, privacy-compliant system that generates consistent, repeatable
promotional content.

6.2 Managerial implications

From a managerial perspective, the findings provide a compelling business case for
investing in personalization technologies. The implementation of the system standardized
campaign preparation, reducing variability and manual rework while improving brand
consistency. This process improvement allows marketing teams to operate more
efficiently and shift their focus toward higher-value activities such as campaign design,
creative content development, and strategic planning.

The 10% sales uplift observed during the trial demonstrates that personalization directly
contributes to revenue growth, making it a high-impact initiative for retailers seeking to
improve return on marketing expenses. The positive correlation between repeated
exposure to personalized offers and increased shopping frequency (6—36%) further
indicates that personalization can foster longer-term engagement and strengthen customer
loyalty over time.



To fully capture these benefits, managers must also prioritize customer trust and
transparency. Although privacy is already managed through the loyalty program, it is
essential to communicate clearly how customer data is used and safeguarded. Transparent
messaging helps maintain confidence in the personalization service and ensures continued
customer participation.

Finally, algorithmic governance is critical. Without proper oversight, recommendation
models may unintentionally favor high-margin products or create repetitive patterns that
reduce customer satisfaction. Establishing regular audits, bias detection processes, and
ethical guidelines for personalization strategies will be essential for sustaining trust and
ensuring the system remains aligned with both customer needs and business goals.

6.3 Limitations and Future Research

Several limitations of this study must be acknowledged. First, the evaluation was
conducted with a single grocery retailer, which may limit the generalizability of the
findings to other retail formats such as apparel, electronics, or specialty goods. Future
research should replicate this approach across different retail sectors to test its
transferability and explore whether similar personalization effects occur in lower-
frequency or higher-margin purchase environments.

Second, the evaluation period of 12 weeks constrained the ability to observe long-term
impacts such as sustained loyalty, seasonality effects, and customer lifetime value.
Extending the duration of future experiments would provide deeper insights into whether
the observed sales uplift and increased shopping frequency are maintained over time.
Third, while this study relied entirely on behavioral data rather than self-reported survey
measures, strengthening objectivity, it did not investigate the psychological mechanisms
driving the observed behavioral changes (e.g., perceived relevance, habit formation).
Future research could complement behavioral analysis with customer interviews or
experiments designed to measure motivational factors and attitudinal shifts.

Finally, while privacy and data protection are fully managed through the retailer’s loyalty
program, where customers explicitly consent to the use of their personal data for
promotional purposes, future work could examine additional strategies for reinforcing
trust. For example, research could investigate the impact of transparency dashboards, opt-
out controls, and privacy-preserving machine learning techniques such as federated
learning on customer acceptance and perceived fairness of personalization.

By addressing these areas, future studies could deepen understanding of both the short-
and long-term effects of personalization and provide further guidance for retailers seeking
to implement ethically responsible and customer-centric Al solutions.

7 Conclusion

This study set out to address the limitations of generic, undifferentiated promotions in
grocery retail and to explore how cloud computing and artificial intelligence (AI) can be
leveraged to generate personalized promotional offers. By designing, implementing, and
evaluating a recommender system, the research demonstrated that personalization can
meaningfully transform the retailer’s promotional strategy from a static weekly catalogue
into a customer-centric, data-driven service.

The results show that, from a weekly catalogue of more than 600 discounted products,
the system successfully generated tailor-made lists of 6-20 promotions per customer,
delivered through email, mobile applications, and print-ready flyers. Customers who
received personalized offers generated 10% higher sales compared with the control group
and exhibited a positive, exposure-dependent increase in shopping frequency and basket



size ranging from 6% to 36%. On the operational side, campaign preparation processes
were standardized and streamlined, improving consistency and enabling marketing teams
to focus on creative and strategic tasks rather than manual compilation.

This research makes several contributions. Theoretically, it validates the effectiveness of
hybrid recommender models that combine collaborative and content-based filtering in a
real-world grocery retail setting, demonstrating their ability to deliver measurable
business outcomes. Methodologically, it shows how a design science approach can
integrate ERP, transaction, and product data within a private cloud infrastructure while
maintaining compliance with privacy requirements through loyalty program consent.
Practically, it offers a reference implementation that demonstrates how retailers can
achieve dual benefits: measurable revenue growth and improved internal process
efficiency.

At the same time, the study highlights ongoing considerations for responsible Al
deployment. While privacy is formally managed through the retailer’s loyalty program,
transparent communication about data usage remains essential to maintaining customer
trust. Furthermore, regular monitoring and bias detection should be institutionalized to
ensure recommendations remain fair, relevant, and aligned with customer expectations.
Looking ahead, future research should replicate these findings across diverse retail
contexts, extend the evaluation period to capture seasonal effects and long-term loyalty
impacts, and explore advanced privacy-preserving techniques such as federated learning
or differential privacy. Such efforts would further strengthen the case for scalable,
ethically sound personalization systems.

In conclusion, this research demonstrates that cloud-based Al recommender systems can
transform grocery retail marketing by delivering measurable improvements in sales,
customer engagement, and process efficiency. Their full potential will be realized when
technological innovation is matched with robust governance, transparency, and sustained
commitment to customer trust.
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Abstract: This paper presents an qualitative evaluation of a prototype tool developed as
part of a doctoral research project. The main goal was to assess how effectively the tool
supports users in interpreting employee data and making informed HR decisions. The
evaluation followed a multi-stage process, starting with an initial survey to gather user
impressions, identify issues, and collect improvement suggestions. Based on these
findings, additional targeted surveys and semi-structured interviews were conducted to
gain deeper qualitative insights into user perceptions and practical use. This approach
provided a comprehensive understanding of the tools usefulness and relevance. The
results indicate which data visualizations and analytical outputs users found most helpful
for their daily work, while also identifying areas where further refinement could improve
clarity, interpretability, and decision support.

Key Words: empirical evaluation, decision support, human resource analytics

1 Introduction

In modern organisations, the effective management of human capital has become one of
the most critical factors for achieving competitive advantage and long-term sustainability.

In this paper, which forms part of a broader doctoral research project, we present the
evaluation of the developed prototype solutions and discuss the results from the
perspective of end users. The purpose of the evaluation was to examine how the prototype
tool performs in practice, with particular attention to its usability and the overall user
experience. The process began with a survey [1], which served not only to collect initial
feedback but also to generate new ideas and suggestions for improvement. The results of
this first stage informed the design of the subsequent evaluation steps. To gain deeper
insights, additional surveys and semi-structured interviews were carried out with selected
users. This combination of methods provided both a broader overview and a more detailed
understanding of user expectations, needs, and perceptions, allowing for a comprehensive
assessment of the prototype tool.

2 Employee absenteeism data

In this section, we provide an overview of the system MojeUre [2] on which the entire



analytical prototype is built for different analysis scenarios, such as predictive and
descriptive analysis.

In our case, we use a relational database with 25 tables. In a relational database [3] data
is organised into tables with rows and columns, and primary and secondary keys are used
to define relationships between tables and to ensure the integrity of the data. Predictive
and descriptive analysis.

We are outlining the data sources and the underlying system architecture, with a focus on
key tables such as Checkln, Employee, Company, and EmployeeVacation. Particular
attention is given to the subset of data related to employee presence and absence, which
forms the core of this research. The dataset is characterized by strong demographic
diversity, spanning various regions, industries, and employment types, thereby enabling
meaningful cross-sectional analyses.

For predictive tasks [4], such as absence forecasting, a sliding-window methodology was
applied to capture historical context and temporal dynamics. These datasets included
more than 140 attributes, covering demographic information, lagged absence profiles,
seasonal and holiday indicators, as well as region- and company-specific features.

For descriptive tasks, such as clustering [5] and anomaly detection [6], a uniform dataset
was prepared for the year 2019. It contains 365 binary daily presence/absence attributes
per employee, enriched with aggregate and demographic features. Clustering was
employed to identify distinct absence behaviour patterns, while anomaly detection was
used to highlight unusual or unexpected attendance behaviours through multiple
unsupervised algorithms.

3 Evaluation design and User feedback

3.1 Evaluation Process

The evaluation was carried out through interviews with key personnel, such as HR
managers and company directors, with a particular focus on employee-related data. The
primary aim of the evaluation was to understand how employee absences affect
workflows and to identify opportunities for improving work organisation. To achieve this,
open-ended questions were carefully prepared to encourage detailed responses, for
example: how current systems support organisational processes, and what difficulties
sudden absences create for management.

The interviews followed a structured process:

A Selection of participants: representatives from different roles and company sizes
were chosen to ensure diverse perspectives.

A Interview conduct: each interview began with a short introduction and an
explanation of confidentiality, followed by a structured but flexible dialogue.

A Documentation: responses were recorded and transcribed to accurately capture
emerging themes.

A Analysis: data were analysed to identify common issues, gaps, and potential
solutions.



A Reporting: findings were summarised into key challenges and actionable
recommendations, which were then shared with participants to demonstrate how
their input influenced the research.

In this doctoral study, interviews were conducted with representatives from four
companies, covering the year 2023. The organisations varied in size, from small
enterprises (0—10 employees) to medium-sized ones (10-50 employees), and included
different organisational structures, such as department heads and directors. This diversity
enabled a wide range of perspectives on absence-related challenges. The interviews were
conducted in Slovenian, with one taking place online and three in person, depending on
the interviewee’s preference.

Nine main questions, supplemented by sub-questions, were prepared to explore specific
aspects in more depth. Graphical representations of the analysis results were also
presented to the participants, who provided feedback on how they interpreted these
outputs. Their reflections offered valuable insights into how the software prototype could
be further refined. The discussion focused on the evaluation of outputs generated by the
prototype, including visualisations such as graphs. The collected feedback was carefully
documented, highlighting both common themes across organisations and unique
challenges faced by individual companies.

The findings provided actionable insights for improving absence management and
informed recommendations for further development of the prototype tool.

3.2 Interview Structure

The interview process was conducted in a clear and organised manner to ensure consistent
and meaningful data collection. It began with an introduction, during which the purpose
of the interview was explained, and confidentiality assurances were provided to the
participants. The central part of the process involved asking open-ended questions,
allowing participants to elaborate on their experiences, challenges, and needs related to
absence management. The graphs generated from the analysis were also presented, and
participants provided feedback on these visualisations. The graphs presented to
participants illustrated weekly absence patterns (stacked bar charts), comparisons of
actual versus predicted absences for selected weeks (grouped bar charts), and long-term
absence trends over time (line charts). We aimed to show how effectively the
visualisations highlighted peaks, deviations, and patterns in absences, as well as the
alignment between actual and predicted values. Participants were asked to provide
feedback on the clarity, interpretability, and usefulness of these visualisations for
supporting absence management decisions. Active listening was employed throughout,
with follow-up questions to dive deeper into the responses. The interview concluded by
summarising the key points and inviting any additional feedback. This structured
approach ensured that all relevant topics were addressed while enabling participants to
share their insights freely.

3.2.1 Question design

The list of questions was developed to address how companies manage work organisation
and predict absences, especially in cases of sudden or frequent employee absences. It was
designed in line with the research goals, focusing on the main challenges organisations
face in scheduling, planning work, and managing staff availability. The aim was to collect



feedback on current systems and expectations for analytical tools that could enhance
absence prediction and support better workforce management.

In preparing the questions, we identified key topics such as the use and effectiveness of
existing attendance systems, the need for improvements, and experiences with work
reorganisation during absences. The questions were presented in a table to provide a clear
overview and allow for easier comparison and analysis, helping to identify potential
improvements and guide the development of more effective predictive solutions.

3.2.1 Execution of the interview

The interview process followed a clear structure:

The interviews followed a structured process:

A

A

Introduction - Participants were informed about the purpose of the interview and
reassured regarding confidentiality.

Opening Questions - The discussion started with broad, open-ended questions to
encourage participants to share their experiences, challenges, and needs around
absence management.

Interactive Segment - After around seven questions, the session became more
interactive. Participants were shown visual materials based on their own data
analysis and asked to provide feedback.

Active Listening - Follow-up questions were used throughout to explore
responses in greater depth and ensure clarity.

Conclusion - The interview ended with a summary of the main points and an
invitation for any final remarks.

This approach allowed all key areas to be covered while still giving participants the space
to contribute their perspectives openly. Interview questions are presented in Table 1.

Table 1: List of questions for interview

No. Question

1 How does your current time-tracking system help with work organisation?

2 What expectations do you have for a developed analytical tool for absence
prediction?

3 How does absence prediction impact work organisation in your company?

4 Does a sudden employee absence affect your work organisation? Do you know
of any experiences from others?

5 What kind of information would be useful for you when predicting absences,
and why?

6 How is a specific job position reorganised in the event of a sudden absence?
What problems, challenges, or obstacles arise?

7 How accurate is the current absence prediction? Do the current data suffice for
easier decision-making?

8 What are your expectations regarding absence prediction with an analytical
tool? What potential problems do you foresee?

9 Are you familiar with any existing solutions that offer similar functionalities
for predicting absences?




4 Results

4.1 Company A

Company A, located in the Posavska region, operates with up to 10 employees and
develops innovative web applications and advanced business systems. Their solutions
help companies streamline operations and improve digital infrastructure.

The manager explained that their time-tracking system efficiently records arrivals,
departures, and absences (e.g., vacations, sick leave). However, the absence of key staff
can delay projects, especially during critical phases. They would welcome an analytical
tool for predicting absences to improve work organisation and prevent staff shortages.
Currently, short-term absences are managed through direct communication, depending on
task urgency.

From the presented charts they found the visuals clear and useful for interpreting absence
patterns. Absences are typically higher during summer, which aligns with model
predictions. They noted that the model effectively captures general trends but struggles
with sudden, unpredictable absences.

In Figure 1 bellow we show the weekly distribution for the year 2023 of predicted absence
durations (0-5 days) in case of a one-week-ahead prediction for vacation leave for the
whole company. During most of the year, the model predicts 0-day absences, while a
more diverse range of predicted absence lengths appears in the summer weeks due to

increased vacation leaves.
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Figure 1: Weekly distribution of predicted absence days (0—5) for Vacation Leave in
Company A, with the Y-axis showing the number of absent employees and colours on



the X-axis indicating absence days (e.g., blue = 0 days, red = 3 days).

Company A interviewees found the first graph clear, as it effectively showed absences by
weeks. The second graph was also understandable, presenting absences for a specific
week. The third graph was less clear due to deviations between predicted and actual
values.

4.2 Company B

Company B, with around 300 employees and several branches across Slovenia, sells
agricultural tools, equipment, and its own produce such as fruits and wines. The company
operates in multiple shifts and maintains a strong presence in Slovenia’s agricultural
sector.

The HR representative explained that their time-tracking system covers basic attendance
and absence monitoring, while scheduling is still done manually. A predictive tool for
forecasting absences would help identify unreliable staff and support planning during
critical periods like harvests. Although unexpected absences are usually manageable
thanks to flexible staff coverage, information on absence duration and type would
improve planning. The company sees potential in absence prediction but would first test
its practical performance. They are not aware of similar existing solutions.

Figure 2 illustrates the weekly distribution of predicted absences across days in 2023 for
the entire company, revealing a consistent concentration on Day 0 and Day 1. This
suggests that the model effectively identifies immediate short-term vacation leave
absences. The distribution remains stable throughout the observed period, with fewer
predictions for longer absences.
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Figure 2: Weekly distribution of predicted absence days (0—5) for Vacation Leave in
Company B, with the Y-axis showing the number of absent employees and colours on
the X-axis indicating absence days (e.g., blue = 0 days, red = 3 days).



The interviewees from Company B found the first graph clear, while the second graph
was considered less useful due to inaccurate predictions. The third graph was also
perceived as unclear, and overall, the visualisations were not deemed particularly useful
because the predictions lacked sufficient accuracy.

4.3 Company C

Company C, a healthcare institution in the Spodnjeposavska region with around 50
employees, provides high-quality medical services in two shifts from Monday to Friday.
It plays an important role in the local community and uses modern technology to support
patient care.

The HR representative explained that they use separate tools for time tracking and shift
scheduling. Sudden absences, especially of key medical staff, cause operational
disruptions and delays in patient care. They would welcome an integrated system that
combines scheduling, absence tracking, and prediction to better plan replacements and
reduce last-minute issues. Finding substitutes is often difficult and increases
administrative work. The company is interested in a user-friendly, accurate prediction tool
to improve workforce management, though they are not aware of similar existing
solutions.

Figure 3 shows the weekly distribution of predicted vacation leave days for company C
in year 2023 for whole company. Most predictions are concentrated around 0 and 1 days,
indicating a high share of employees expected to be present or absent for only one day. A
visible drop in predictions occurs during mid-year weeks, which corresponds to the
summer holiday period.
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Company C, with the Y-axis showing the number of absent employees and colours on
the X-axis indicating absence days (e.g., blue = 0 days, red = 3 days).

The interviewees from Company C reported that they had no difficulties interpreting any
of the graphs, as all visualisations were clear and easy to follow. However, they
emphasised that the accuracy of the predictions was not sufficient, which limited the
practical usefulness of the presented results.

4.4 Company D

Company D, an educational institution in the Osrednjeslovenska region with around 50
employees, operates mainly in morning shifts from Monday to Friday. Staff work varied
schedules depending on their roles, supporting the institution’s educational activities.

The manager explained that their time-tracking system efficiently records attendance,
working hours, and payroll. They are interested in an analytical tool for predicting
absences to improve planning and ensure sufficient staffing, especially in childcare,
where absences cause major disruptions. Frequent absences and staff shortages make
coverage difficult, often requiring reassignments across locations. They seek a more
accurate prediction tool, as current systems are either imprecise or too costly and lack
forecasting capabilities. Expectations are high, as such a tool could significantly improve
work organisation.

Figure 4 presents the weekly distribution of predicted vacation leave days for employees
in company D throughout the year 2023 for the whole company. The data is categorised
from 0 to 5 leave days per employee. A visible peak of multi-day absences occurs during
the summer months, while shorter absences dominate in other periods.
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Figure: Weekly distribution of predicted absence days (0—5) for Vacation Leave in
Company D, with the Y-axis showing the number of absent employees and colours on



the X-axis indicating absence days (e.g., blue = 0 days, red = 3 days).

The interviewees from Company D stated that all graphs were clear and understandable,
as they could easily interpret the meaning of each visualisation. They found the second
graph, which presents weekly absence predictions, to be the most useful since it allows
them to plan for specific predicted absences. Nevertheless, they noted that the accuracy
of predictions could be improved to increase the practical value of the visualisations.

5 Conclusion

The first company, A, located in the Posavska region, employs up to ten people and
specialises in developing web applications and advanced business systems. While their
time-tracking system is effective, unforeseen absences during critical project phases cause
delays. They seek an analytical tool for absence prediction to improve task reorganisation,
though expectations are modest, as current reorganisation relies on direct communication.
Their feedback on the graphs showed that the first and second visualisations were clear
and understandable, while the third was less valuable due to inaccurate predictions.

The second company, B, with up to 300 employees, sells agricultural tools and products
across Slovenia. Their time-tracking system supports attendance monitoring, but manual
scheduling remains key for shift organisation. A predictive absence tool would aid
planning during critical periods, such as harvests, though current systems generally
suffice. They are open to exploring predictive solutions. Regarding the graphs, they found
the first one clear, while the second and third were less useful and lacked the accuracy
needed for practical application.

The third company, C, is a healthcare institution in the Posavska region with 50
employees that operates on a two-shift schedule. Sudden key staff absences disrupt
operations, highlighting a need for an integrated predictive tool to improve workforce
management, reduce delays, and maintain patient care. They are open to exploring
predictive solutions. They had no problems understanding the graphs, but noted that the
prediction accuracy was insufficient, limiting their usefulness.

The last company, D, is an educational institution in the Central Slovenian
(Osrednjeslovenska) region, with up to 50 staff. They face challenges from frequent
absences, particularly in childcare. Their time-tracking system manages attendance but
lacks predictive forecasting. Previous attempts with costly tools like PlanDela were
insufficient. They seek a precise, affordable absence prediction tool for better planning
and reduced disruptions. Their feedback indicated that all graphs were clear, and they
found the second graph most useful for weekly absence predictions. However, they also
pointed out a need for higher prediction accuracy.

The findings show that all four companies have effective attendance systems but seek
better tools for predicting absences to improve planning and reduce disruptions. Smaller
firms focus on quick reorganisation during key projects, while larger ones prioritise
coverage of critical roles and reducing administrative work. The educational institution,
facing frequent absences, needs a more accurate and affordable solution. Overall, all
companies express interest in reliable, user-friendly analytical tools for better workforce
planning. While the graphs were clear and easy to understand, their practical value was
limited by low prediction accuracy.
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Abstract: A modern approach to sustainable development integrates the circular
economy with digital innovation to use resources efficiently, reduce the environmental
footprint and create new opportunities for green jobs and a competitive economy. The
aim of the paper is to reach conclusions about the challenges faced by the respondents
and what digital innovations and in what way they can contribute to overcoming the
challenges through a comparative analysis of the path of Serbia and Slovenia towards the
achievement of sustainable development goals and the results of primary research on the
sustainable habits of respondents in these two countries. Primary research shows that
despite the differences in sustainable habits in the compared countries, the obstacles to a
sustainable life are very similar in both Serbia and Slovenia. After mapping the barriers
to sustainable living in Slovenia and Serbia, the paper presents proposed technological
solutions in the form of digital innovations, as well as potential benefits that can be
realized by implementing them. Based on the summary of potential benefits, it can be
concluded that digital technologies can not only improve sustainable practices but can
significantly contribute to improving the competitiveness of the economy, reducing the
environmental footprint, and creating new economic opportunities through the
development of green businesses.

Key words: Sustainable Development, Circular Economy, Digital Innovation, Digital
Transformation, Sustainable Development Goals (SDGs)

1 Introduction

A modern approach to sustainable development integrates the circular economy with
digital innovation to use resources efficiently, reduce the environmental footprint and
create new opportunities for green jobs and a competitive economy. The aim of the paper
is to reach conclusions about the challenges faced by the respondents and what digital
innovations and in what way they can contribute to overcoming the challenges through a
comparative analysis of the path of Serbia and Slovenia towards the achievement of
sustainable development goals and the results of primary research on the sustainable
habits of respondents in these two countries.

The contribution of this paper is multiple. Primarily, the paper presents a comparative
analysis of national progress in achieving sustainable development goals, individual
sustainable habits and perceived obstacles in Serbia and Slovenia. Also, the paper shows



the connection between mapped obstacles to sustainable living identified by primary
research and digital innovations that can contribute to overcoming them. The first part of
the paper provides a theoretical basis and summarizes previous research in the field of
sustainable development, circular economy, digital transformation and innovation and
creates an initial connection between these concepts necessary for further analysis and
research. The second part of the paper provides a comparative overview of the situation
in Serbia and Slovenia in terms of progress towards the achievement of 17 sustainable
development goals based on the Sustainable Development Report. The third part of the
paper presents the results of the primary research that was conducted in February 2025
and includes a total of 85 respondents, of which 60 respondents are from Serbia and 25
respondents are from Slovenia. In the fourth part of the paper, based on the mapped
challenges for the implementation of sustainable habits among respondents, digital
innovations that can contribute to overcoming challenges are pointed out and their
potential benefits are listed. Based on comprehensive primary and secondary research,
relevant conclusions are presented.

2 Theoretical Background

A comprehensive approach to economic and ecological sustainability implies a transition
from a linear to a circular economy with the creation of a sustainable society that rationally
uses natural resources and reduces the ecological footprint [1]. In that process, STEM
professionals have a special role, bearing in mind that they are expected to develop digital
innovations that will support the principles of sustainability [2]. It is the transition to the
circular economy that opens opportunities for new green jobs, especially in the areas of
energy efficiency, sustainable technologies and renewable energy sources, which ultimately
contributes to strengthening the competitiveness of the economy [3]. The synergy of digital
tools and sustainable practices contributes to the optimization of resource consumption and
waste reduction and accelerates the transition to sustainable growth models [4]. Digital
transformation is one of the key drivers of sustainability that enables more efficient
management of resources and significant savings, whereby digital technologies (Al, big data,
blockchain, cloud computing, IoT) play a key role in encouraging innovation and
sustainability [5]. Especially after the COVID-19 pandemic, digitalization has accelerated
the adaptation processes of organizations, enabling more efficient decision-making,
optimization of resources, and the creation of new business models [6] [7].

The Coalition for Digital Environmental Sustainability (CODES) emphasizes the
simultaneous need to align digital strategies with sustainable development goals, actively
mitigate the negative impacts of digital technologies, and implement digital innovations
explicitly focused on sustainability outcomes. This framework provides a conceptual basis
for public policies and digital strategies, which can be implemented very successfully in
countries such as Serbia and Slovenia [8]. The connection of digital technologies and
sustainability led to concepts such as digital sustainable entrepreneurship and sustainable
digital innovation, which denote a long-term process of introducing digital solutions with the
aim of creating economic value, but also reducing environmental and social negative
consequences [9] [10]. Digitization and innovation are proving to be powerful drivers of
sustainable performance, as they enable organizations to develop new products and services
that are both profitable and environmentally responsible [11].



3 Methodology

This research uses a combined approach that includes a comparative analysis of secondary
data and a primary survey of respondents in Serbia and Slovenia. The analysis and synthesis
of secondary data from the Sustainable Development Report 2025 provided a systematic
overview of Serbia's and Slovenia's progress towards the 17 Sustainable Development Goals

(SDGs). Secondary data analysis includes comparative visualization and synthesis of key
indicators to identify areas of success and challenges in achieving sustainable development,
economic performance and digital transformation.

The primary research was conducted in February 2025 on a sample of a total of 85
respondents - 60 from Serbia and 25 from Slovenia. A survey methodology was used with
structured questionnaire consisted of four sections: demographic data, sustainable habits
practiced in everyday life, barriers to sustainable living and awareness and perception of
digital innovations that could support sustainable behavior. Most questions were closed-
ended and structured using single or multiple choice formats. The data were analyzed
descriptively and through a comparative approach to identify differences and similarities
between respondents from the two countries.

A special focus of the methodology is connecting the identified challenges with the potential
of digital innovations. Based on the results of primary and secondary research, the key
challenges experienced by respondents in the implementation of sustainable practices were
mapped. For each challenge, digital innovations are proposed that can contribute to
overcoming it, emphasizing the expected benefits.

The combination of analysis and synthesis of secondary data, results of primary research and
practical recommendations for digital innovations enables a comprehensive approach to the
research question and contributes to the understanding of how different economic,
environmental and technological factors affect the sustainable habits of citizens in Serbia and
Slovenia.

4 Results and Discussion

In Serbia, awareness of sustainable development is growing, but there is still a gap
between environmental awareness and the adoption of sustainable practices in everyday
life. To bridge the gap, it is important to emphasize education about sustainable
development and the circular economy. Serbia is actively working to achieve the
Sustainable Development Goals (SDGs) listed in the Agenda for Sustainable
Development until 2030. The country's performance is monitored annually, and the latest
data from the Sustainable Development Report for 2025 show that Serbia is in 33rd place
out of 167 countries, achieving an SDG index score of 78.2 [12]

While some goals have been largely achieved or steady progress is being made, there are
still significant challenges for certain SDGs. The goal of SDG 1 (eradication of poverty)
is the only one that has been fully achieved, bearing in mind that Serbia records extremely
low rates of extreme poverty, with almost universal access to basic services. Health care
indicators indicate a low rate of maternal, neonatal and child mortality, with solid
universal health coverage. However, there are still challenges such as high prevalence of
obesity, mortality from chronic diseases, traffic accidents and lower life expectancy
compared to EU averages. Literacy and primary education coverage are at a high level,
although there is a drop in scores for SDG 4 (quality education). In terms of water and
sanitation services, Serbia records a high availability of basic services, but a low
percentage of wastewater treatment. The energy sector shows full availability of
electricity and a solid share of renewable sources, but CO- emissions are still a challenge.



In the field of infrastructure and digitization, the country achieves a high level of use of
the Internet and mobile technologies. However, investments in research and development
(1% of GDP) and the number of registered patents are still below the average of developed
countries. In the area of responsible consumption and production, a low level of
management of electronic and municipal waste is recorded (Figure 1.) [12]
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Figure 1.: Serbia overall and average performance and SDG index score [12]

Cities are the key drivers of the Serbian economy, bearing in mind that in the 28 largest
cities, about 60% of the total population of Serbia lives and about 74% of employment is
realized in them. Nevertheless, demographic trends indicate a general decline in the
number of inhabitants in Serbia, with the simultaneous expansion of urban space, which
further increases the negative effects on the environment. The main challenges in cities
remain air pollution, poor waste management and low energy efficiency, and they further
slowdown the green transition. The solution to the mentioned problems can be the
framework of 3C: Concentrate, Connect, Capacitate. "Concentrate" implies a focus on
regional centers and adapted policies in accordance with the demographic and economic
trends of each city. "Connect" emphasizes a better connection between national policies
and local actions, as well as coordination between different levels of government and
different sectors. "Capacitate" refers to strengthening the technical, institutional and
financial capacities of local governments to implement sustainable policies and attract
investments. [13]. Nevertheless, it is important to emphasize that agriculture remains one
of the key sectors for sustainable living in the Republic of Serbia, and it is important to
pay attention to initiatives in villages that support sustainable agriculture [14].

Slovenia achieves a relatively high level of success in implementing the Sustainable
Development Goals (SDGs), with an average result above the regional average and a
stable overall trend. According to the 2025 report, Slovenia ranks quite high on the global
SDG index — it ranks 12th out of 167 countries, with an SDG index score of 81.2. It
shows that the country generally ranks well in terms of progress towards the Sustainable
Development Goals (SDSN, 2025).

SDG 1 (eradication of poverty) has been fully achieved, while SDG 11 (sustainable cities
and communities) shows a stable maintenance trend. The country has almost universal



access to basic services — from electricity and clean water to sanitation and education —
with a low poverty rate and high health standards. However, there is still room for
improvement in the field of wastewater treatment and the use of renewable energy
sources. Slovenia also stands out in terms of universal health insurance, low infant and
maternal mortality, as well as long life expectancy, and records a high subjective well-
being of its citizens. In education, coverage and quality are at a high level, and in terms
of gender equality, a significant balance can be observed in education and the
participation of women in the labor market. In addition, the country has a strong position
in research and innovation, with high levels of investment in development and widespread
digital connectivity, high internet usage and good academic results. However, there is still
room for more investment in research and development and the participation of women
in STEM fields. Inequalities in society are low, but there is a gender gap in earnings and
somewhat greater poverty among the elderly population. Air quality is acceptable, and
access to public transport is good. Municipal waste management is effective, but there are
challenges in electronic waste management (Figure 2.) [12]

SLOVEN IA OECD Countries

Overall Performance Average Performance by SDG

Country Score Country Rank

81.2 12 /167
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Figure 2.: Slovenia overall and average performance and SDG index score [12]

The authors of the paper conducted primary research during the month of February 2025
in Serbia and Slovenia on a sample of a total of 85 respondents between the ages of 18
and 65. 60 respondents from Serbia and 25 respondents from Slovenia participated in the
research. In the sample of respondents from Serbia, 75% are women, while 25% are men,
while in Slovenia, 60% of men and 40% of women answered the questionnaire. The
research results show that as many as 83.3% of respondents in Serbia believe that
sustainable habits and practices are very important or important for the future of the
planet, while in Slovenia that percentage is as high as 96%.

When it comes to sustainable practices that they apply in everyday life, in both Serbia
and Slovenia, by far the largest percentage of respondents emphasize recycling (66.7% in
Serbia, 96% in Slovenia). In addition, in Serbia, a third of respondents emphasize that
they consume energy sustainably and the same percentage of respondents opt for organic
food. A quarter of respondents buy local products, and only 8.3% opt for reduced use of



plastic, use of public transport, cycling
(Figure 3.).
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Figure 3.: Sustainable practices in Serbia

It is an interesting fact that respondents from Slovenia have slightly different trends, and
as many as 72% of respondents point out that they focus on reducing the use of plastic.
Slightly less than half of the respondents opt for energy conservation (48%), buying local
products (44%), organic food consumption (44%), using public transport, biking and
walking (44%) and reducing water consumption (40%) (Figure 4.). Through a
comparative analysis, we can conclude that respondents in Slovenia practice sustainable
habits in a balanced way, while in Serbia certain sustainable practices are significantly
less common (eg reducing water consumption, reducing plastic consumption, using
public transport, biking or walking). So, in Slovenia, sustainable practices are more
integrated into everyday life, while in Serbia they are still based only on recycling.
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Figure 4.: Sustainable practices in Slovenia

Reducing plastic consumption

Recycling

The following are cited as key barriers to sustainable living in Serbia: high costs of
sustainable products (41.7%), lack of infrastructure (recycling centers, public transport,
etc.) (41.7%) and insufficient community support (41.7%). A third of the respondents



point to a lack of time, while a quarter cites a lack of information as an obstacle to
sustainable living (Figure 5.).
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Figure 5.: Main barriers to sustainable living in Serbia

Respondents in Slovenia believe that the biggest obstacle to a sustainable life is the lack
of infrastructure (84%), while an equal number of respondents point out the lack of
information and the high costs of sustainable products (60%). About a third of the
respondents from Slovenia point out the lack of community support as an obstacle, while
a fifth of the respondents cite a lack of time (Figure 6.).
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Figure 6.: Main barriers to sustainable living in Slovenia

Recognizing the importance of a sustainable way of life, there is a logical need to
overcome the mapped barriers. In this, digital innovations, i.e. solutions based on the use
of modern digital technologies, can play an important role. Table 1 shows the mapped
barriers for sustainable living in Serbia and Slovenia, as well as digital innovations that
can contribute to overcoming each of the mentioned barriers and potential benefits for the
economy, ecology and society. Therefore, digital innovations not only provide technical
solutions for specific challenges, but also contribute to reducing the ecological footprint,
strengthening social connectivity and creating synergy between technological progress
and sustainable development goals.



Table 1.: Digital innovation as a solution to identified barriers to sustainable living
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Slovenia 54% Smmart bins tranzport
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Serbia 15% Eco Footprint Apps Personalizad
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Slovenia 20% Applications for optimization of decizions m everyday
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choices (e.z. shortest green route,

5 Conclusion

On the way to a sustainable society, a transition from a linear to a circular economy is
necessary with the integration of sustainable practices in the daily life of individuals in
parallel with the integration of digital strategies and policies of sustainable development.
A key role in this process is played by educators, decision makers, representatives of
public institutions, but also society and the community. The results of our research
indicate that it is precisely the connection of sustainable practices and digital innovations
that is key to the achievement of sustainable development.

Comparative analysis based on secondary data from the Sustainable Development Report
2025 gives us a clear insight that Slovenia is much closer to achieving the SDGs compared
to Serbia, but that strong institutional support and education can contribute to both
countries improving their SDG index score in the coming period. By comparing
sustainable practices in the observed countries, we conclude that in Slovenia the situation
is significantly better when it comes to recycling and reduced use of plastic, and that
sustainable habits are more comprehensively implemented in the daily life of the



respondents. On the other hand, in Serbia, respondents cited recycling as the dominant
sustainable practice, while other sustainable habits are still in their infancy. Primary
research shows that despite the differences in sustainable habits in the compared
countries, the obstacles to a sustainable life are very similar in both Serbia and Slovenia.
The most common challenges faced by respondents in both observed countries are high
costs of sustainable products, lack of infrastructure and information, as well as limited
community support.

After mapping the barriers to sustainable living in Slovenia and Serbia, the paper presents
proposed technological solutions in the form of digital innovations, as well as potential
benefits that can be realized by implementing them. Based on the summary of potential
benefits, it can be concluded that digital technologies can not only improve sustainable
practices but can significantly contribute to improving the competitiveness of the
economy, reducing the environmental footprint, and creating new economic opportunities
through the development of green businesses.
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Abstract: The rapid progression of generative Al challenges traditional concepts of
authorship and copyright. While current frameworks require a human creative input as a
threshold for protection, the precise boundaries of “sufficient human contribution”
remain unclear and contested. This paper examines how different jurisdictions address
Al-assisted works. Building on comparative legal analysis, this paper introduces a
normative and operational framework consisting of five dimensions (conception and
intention, control and guidance, transformative editing, responsibility, and traceability).
Each dimension is mapped onto existing legal standards and ethical requirements,
including transparency and recognition principles reflected in existing guidelines and
standards. The framework can be of value in a vast number of institutions when
evaluating works. We argue that linking legal thresholds with ethical criteria of
recognition and accountability is crucial for sustainable creative ecosystems in the age
of AL

Key Words: Ethics, Intellectual Property, Artificial Intelligence, Human Authorship,
Ethics of Recognition and Responsibility.

1 Introduction

Generative artificial intelligence (short: GenAl) has blurred the line between tool and co-
author, as its contributions are increasingly more intricate and advanced. Texts, images,
audiovisual works produced with GenAl assistance raise pressing questions for copyright
law: can such outputs/results be protected, and under what conditions?

Most legal systems require human intellectual creativity as a necessary precondition for
authorship. However, as GenAl systems are trained on extensive corpora of copyright-
protected works and can produce outputs that approximate human expression and
originality, the contours of this requirement have become increasingly indeterminate [1].
This paper addresses this normative and practical uncertainty by combining an overview
of existing legal practices with ethical inquiry, and by proposing a framework to evaluate
the sufficiency of human authorship in Al-assisted creations.

2 Methods

This paper uses a qualitative methodology that combines doctrinal legal analysis with
normative ethical analysis. The first step in developing an operational framework
involves a close reading od statutory provisions and case law across four different
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jurisdictions (EU, USA, UK and China). This identifies how each legal system defines
authorship and whether non-human agency can be awarded authorship. The comparison
enables highlighting the convergences and divergences in different jurisdictions.

Normative ethical analysis rooted in theories of recognition, responsibility and
distributive justice used in editorial policies and international guidelines, such as
UNESCO’s Al Ethics Recommendation or the OECD Al Principles, are used to frame
ethical obligations beyond strict legal threshold. Both emphasize human oversight,
accountability, and complete transparency, offering a normative bridge from mere
compliance to ethically robust practice [2, 3]. This ensures that the framework
incorporates both compliance and value driven considerations.

Finally, insights from analyses are synthesized into a conceptual model, that can be
applied in judicial, editorial, and institutional contexts. This methodology ensures that the
findings are translated into a usable framework for practice.

4 Legal Frameworks on Human Authorship

Berne Convention for the Protection of Literary and Artistic Works (as amended on
September 28, 1979) [4] is the international foundation for modern copyright law. It
establishes the extension of protection to “authors of literary and artistic works”, which
presupposes a human creator. Article 2(1) defines the scope of protection, while Article
3(1) limits authors to “nationals” of contracting countries. This means that the Convention
does not recognize non-human entities as authors in all its member states.

EU law is thus harmonized through directives with the Articles of Berne Convention.
Although the EU directive never explicitly defines “author” as a natural person, the Court
of Justice of the European Union (CJEU) for example made this assumption in Case C-
5/08 — Infopaq International A/S v Danske Dagblades Forening (2009) [5], where it
clearly stated that copyright can be applied only in relation to a subject-matter which is
original in the sense that it is its author’s own intellectual creation [5]. This presupposes
an individual capable of intellectual and creative choice, therefore a human being. Further
developing this approach is the Directive 2001/29/EC on the Information Society
(InfoSoc Directive) that consistently refers to authors within human context [6].

The copyright law in US consistently requires human authorship as it presumes that
original works of authorship should be fixed in any tangible medium of expression [7].
This interpretation was later further affirmed by the United States Court of Appeals in
Thaler v. Perlmutter [8] where court held that copyright can protect only human-made
work and generated work by Al is not registrable.

UK copyright law adopts a more flexible approach to authorship as such and takes a
unique position by expressly addressing computer-generated works in the Copyright,
Designs and Patents Act (1988), where Section 9 provides that in case of computer-
generated works, the authorship shall be taken to the “person by whom the arrangements
necessary for the creation of the work are undertaken” [9]. This provides a unique
situation but still demands a creative choice and significant human involvement, as
creative decision-making remains essential. However, even under this provision, UK
courts, guidelines and commentators emphasize that originality still depends on a creative
choice made by a human author, for example, through selection, arrangement, or



curatorial decisions. In other words, creative decision-making must remain and remains
the essential element of authorship, ensuring that the resulting work reflects human
intellectual creation rather than autonomous Al computation [10, 11]

Article 11 of Copyright Law of People’s Republic of China (2020 Revision, in force 2021)
expressly states the authorship can be attributed only to the citizen who has created the
work [12], which presumes a human being as an author. Furthermore, when a work is
created under the direction and responsibility of a legal entity or organization, authorship
may be attributed to that entity or organization, reflecting the principle of institutional
authorship in Chinese copyright law.

All mentioned major jurisdictions and international frameworks converge on the principle
that authorship is predominantly human. The Berne Convention provides the normative
baseline by referring exclusively to authors presupposing a human. This principle
permeates EU law through mentioned directives and CJEU rulings. The USA reinforces
the same standard through law and practice. The UK is the only example that formally
acknowledges computer-generated works but still requires sufficient human creative
input. China also confines authorship to humans and demands evidence of human
intellectual input.

The similarity is substantive: all systems deny copyright to fully autonomous Al outputs,
confirming that creative authorship, and the legal and ethical responsibilities it entails,
remains an exclusively human domain.

5 Ethical Consideration

Ethics plays a vital role in this debate because it explains not only who can be an author
under current law but also why human oversight, judgment, and accountability must

remain central as generative Al becomes more deeply embedded in creative practices.
Ethical frameworks, such as those promoted by the Committee on Publication Ethics
(COPE), establish that authors must take responsibility for the integrity of their work, a
requirement that Al tools cannot fulfil. Hence, Al systems cannot be listed as authors
but must instead be transparently disclosed as aids. [13]

Recognizing human intellectual labour is crucial for sustaining trust in academic,
cultural, and creative ecosystems. Failure to do so risks devaluing human expertise and
shifting normative authority toward opaque technological systems. As Cath et al. argue,
insufficient oversight in Al governance may allow institutional or private actors to shape
standards without adequate ethical reflection, thereby prioritizing convenience over
responsibility. [14]

Maintaining ethical standards also mitigates risks associated with GenAl, including
amplification of biases, misuse of data, and the absence of clear accountability
structures. Upholding transparent and human-centered authorship practices therefore
serves both moral and practical purposes. [15, 16]



6 Operative Framework

Given the legal and ethical implications, we propose an operative framework that assess
whether Al-assisted works meet the threshold of human authorship. It is based on five
basic dimensions that jointly capture legal requirements and ethical imperatives. It can be
used everywhere where there is a need to evaluate authorship to works involving GenAl.

This framework evaluates whether a work contains sufficient human authorship across
five dimensions:

1. Conception and intention — Did the human author define an original expressive
concept, beyond generic prompts?
Many editorial committees have extensive authorship criteria. For instance, ICMJE —
International Committee of Medical Journal Editors notes that an individual must make
substantial contributions to conception or design, participate or critically revise the work,
give final approval, and agree to be accountable for all aspects of the work in order to be
listed as an author [13].

2. Control and guidance — Did the author exercise iterative, creative decision-
making in directing the Al system?
Maintaining human oversight and intentionality throughout algorithmic creation is
prerequisite for accountability and moral agency in creative production [ 16].

3. Transformative editing — Did the author substantially modify or curate the Al
output in a creative way?
Human author must have sufficient control, input and contribution to the work,
throughout the prompt engineering and creating of the work, based on person's selection
or arrangement of elements [17].

4. Responsibility — Is there a clearly identifiable human who assumes responsibility
for the work?
Authorship of a work entails accountability for all aspects of a work. Al systems cannot
satisfy this requirement by definition, hence cannot be assumed as an author [13].

5. Traceability — Are there verifiable records of prompts, edits, or provenance?
Recent emerging policies ask authors to document prompting techniques, the tool's role
in the study or final work, and other choices, so that editors, reviewers can verify who
contributed what and how [18].

Each dimension can be scored 0-2. 0 meaning absent, 1 = minimal and 2 = substantial
contribution. A cumulative score of >6/10 indicates sufficient human contribution for
authorship. With scores 5 or below work can be treated as Al-generated and thus unlikely
to qualify for copyright protection. A score of 6-8 would suggest that work is borderline
but generally should qualify as Al-assisted authorship. Score of 9 or 10 would represent
a strong case of human authorship despite Al involvement and therefore definitely qualify
for copyright protection.

A score-based application (e.g., minimum 6/10 points) can guide courts, publishers, and
cultural institutions in distinguishing Al-assisted works from Al-generated works lacking
human authorship.



The five-dimensional operative framework, encompassing conception and intention,
control and guidance, transformative editing, responsibility, and traceability, is grounded
in legal standards and judicial practices in the EU, US, UK, and China. Each dimension
reflects criteria already recognized across these jurisdictions. For example, the
requirement of a human-defined conception and intention behind Al-assisted works aligns
with the EU’s originality test of the “author’s own intellectual creation,” as established
by the CJEU in Infopaq (Case C-5/08) [5], and with US jurisprudence, particularly Thaler
v. Perlmutter, which affirmed that only human-made works are registrable for copyright
[8]. The emphasis on control and guidance mirrors the UK’s approach under Section 9 of
the Copyright, Designs and Patents Act 1988, where authorship of computer-generated
works is attributed to the person making the necessary arrangements [9], provided human
creative choices remain essential [10, 11]. Similarly, the transformative editing dimension
corresponds to the widespread requirement for a human intellectual contribution, such as
curatorial or editorial input, to meet originality standards [6, 11]. The responsibility
criterion reflects legal expectations that an author must be capable of bearing
accountability, as illustrated in China’s Copyright Law (2020 revision), which limits
authorship to natural persons or, under certain conditions, legal entities [12]. Finally,
traceability resonates with emerging standards in publishing ethics and institutional
practice, which increasingly require transparent documentation of prompts, edits, and the
AT’s role such as those proposed by COPE and other ethical guidelines [13, 18].

Taken together, the framework operationalizes converging legal trends, namely the
requirement for human creative input, the capacity for responsibility, and the need for
process transparency, and translates them into a structured, evaluative model. In doing so,
it bridges doctrinal standards with institutional application. The model respects current
judicial interpretations, avoiding protection for autonomous Al-generated outputs (as
rejected in Infopaq [5], Thaler [8], and Chinese law [12]), while introducing normative
clarity and usability. By articulating five concrete factors, it offers a unified tool that
enhances consistency and accountability in practice without departing from existing legal
doctrine.

7 Discussion

In addition to bringing clarity, the proposed framework contributes to a broader
understanding of how law and ethics can jointly sustain creative accountability in the age
of GenAl. By operationalizing legal principles such as originality and authorship through
measurable indicators of human input and creative process, the model provides a bridge
between normative theory and institutional practice.

It further encourages transparency and traceability as new forms of evidence supporting
both judicial interpretation and ethical compliance in creative industries. Furthermore,
this framework invites policymakers and regulatory bodies to consider using standardized
protocols as a means of preserving trust and responsibility within human and Al
collaboration. In this sense the framework is not merely a diagnostic tool but also a policy-
oriented instrument for fostering sustainable, human-oriented innovation. The simple
implementation of traceability mechanisms, as the retention and citation of GenAl
conversation logs and prompt records, can serve as practical means of evidencing human
involvement. Transparent documentation of how prompts were designed, revised and
which parts of the finished product were affected can serve as a verifiable proof of



creative agency, complementing tests of originality and reinforcing trust within creative
and academic ecosystems [19].

We believe that this framework offers clarity where existing frameworks diverge. For the
EU, it operationalizes AOIC; for the US, it provides concrete guidance on human
authorship disclosures; for the UK, it suggests a reinterpretation of Section 9 in light of
modern systems; for China, it harmonizes emerging case law.

Still, we recognize that the proposed model has important limitations. It possibly
simplifies complex human—AlI creative processes into a scoring system, which may not
capture all aspects of authorship. The evaluation relies on subjective judgments, so
different evaluators could reach different conclusions. The model also assumes that
records of prompts and edits are available and verifiable, which may not always be the
case. Finally, because generative Al is rapidly evolving, the framework reflects current
conditions and will need ongoing refinement and testing to remain relevant.

8 Conclusion

The rise of generative Al necessitates a principled yet practical approach to authorship.
While jurisdictions vary, all converge on the idea that human intellectual input is
indispensable. Proposed framework bridges legal and ethical perspectives, offering a tool
for consistent evaluation of Al-assisted works. By embedding recognition, responsibility,
and transparency, the framework contributes to building a sustainable, human-centric
future of creativity with Al

The framework still requires empirical validation through case analysis and stakeholder
testing.
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Abstract: Generative Artificial Intelligence (GenAl) is rapidly transforming higher
education. This study examines its adoption in Bosnia and Herzegovina (BiH) and
Slovenia (SI) using a cross-sectional, cross-national mixed-methods design, combining
quantitative survey data with qualitative content analysis of open-ended responses.
Findings show moderate familiarity in both contexts, with higher frequency of use among
BiH students. GenAl is mainly employed for research tasks in BiH, while in SI it supports
personalized learning and teaching. Perceptions of effectiveness are positive but
accompanied by ethical concerns, especially around plagiarism, reliability, and integrity.
Support for regulation differs: BiH respondents favour strict controls, whereas SI
participants prefer flexible pedagogical approaches. The study highlights the role of
cultural traditions, institutional infrastructures, and regulatory contexts in shaping
adoption, and calls for universities to strengthen digital literacy, critical awareness, and
context-sensitive guidelines for responsible integration of GenAl in higher education.
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1 Introduction

Digital technologies have long reshaped education as part of broader processes of
human development and social reproduction. Following the transformative impact of the
Internet on access to knowledge (Alier et al., 2024), Generative Artificial Intelligence
(GenAl) is rapidly becoming integral to teaching, learning, and research. Surveys indicate
that 50-65% of students and faculty have already experimented with tools like ChatGPT,
suggesting GenAl is on track to become fully embedded in higher education (Baytas &
Ruediger, 2024).

Educational uses of GenAl involve three dimensions: the data it draws on, the
algorithmic processing of queries, and users’ evaluation of outputs. Data shape accuracy
and bias, algorithms shape relevance, and user judgment shapes value and legitimacy
(Passey et al., 2024). As Molek (2023) notes, while Al is already embedded in higher
education, its future trajectory depends on its users.



Research on GenAl in higher education clusters into three strands: (a) empirical studies
of faculty and student use (Hwang & Chen, 2023; Xia et al., 2024); (b) analyses of
benefits and risks—from productivity and personalization to misinformation, plagiarism,
and dependency (Ogunleye et al., 2024; Lim et al., 2023); and (c) attitudinal work
balancing enthusiasm for innovation with ethical-governance concerns (Kaplan-
Rakowski et al., 2023; Chan & Hu, 2023). Yet comparative, cross-national analyses
remain scarce. We still know little about how distinct academic traditions, infrastructures,
and regulatory regimes shape GenAl appropriation—especially in Europe’s semi-
periphery (e.g., the Balkans), where digital transformation intersects with heterogeneous
institutional trajectories. Against this backdrop, our study examines knowledge, use,
perceptions, and ethics of GenAl among faculty and students in BiH and Slovenia, using
a mixed-methods cross-national design. It explores similarities and differences in
adoption and addresses five questions: familiarity and use, purposes, perceived
effectiveness, ethical concerns, and support for regulation.

2 Literature review

The incorporation of emerging technologies in higher education has been widely studied.
Scholars emphasize that universities are not neutral environments for technological
adoption, as integration depends on infrastructures, pedagogical traditions, and cultural
attitudes toward innovation (Selwyn, 2022; Williamson & Eynon, 2020). This perspective
moves the debate beyond purely technical accounts and highlights how practices of use,
regulation, and resistance reflect broader academic cultures.

GenAl can be mobilized by different actors within educational contexts. As Hwang
and Chen (2023) note, professors employ it for generating examples, summarizing
content, or preparing teaching materials; students apply it to tasks such as homework,
problem-solving, or creative outputs; peers use it collaboratively in team-based work; and
Al itself functions as a partner in data collection and analysis. This blurring of boundaries
between teacher, student, and tool introduces hybrid forms of collaboration. Yet, as
Noroozi et al. (2024) remind us, meaningful adoption requires ethical and pedagogical
framing, considering implications for assessment, learning goals, and academic integrity.

In this line, several studies underscore tensions between human and machine agency.
Wong and Looi (2024) stress the need for rational integration, while Okaiyeto et al.
(2023) point to the paradox of supporting GenAl despite its dependence on responsible
human use. Xia et al. (2024) argue that teacher training, Al literacy, and revised
assessment policies are preconditions for meaningful implementation. At the institutional
level, McDonald et al. (2024) find that 73% of universities in their sample encourage
faculty use of GenAl, with more than half including it in curricula, though often
accompanied by ethical warnings.

The literature converges on the double-edged nature of GenAl adoption. On the one
hand, GenAl enhances research and teaching practices, facilitating literature reviews,
personalized learning, feedback, and efficiency (Rulfi & Spada, 2023; Ogunleye et al.,
2024; Guchhait, 2024). On the other, it introduces risks such as inaccuracies (Lim et al.,
2023), erosion of trust between professors and students (Luo, 2024), and potential
limitations on critical thinking (Abunaseer, 2023).

The legitimacy of Generative Al (GenAl) in higher education is not only grounded in
its technical affordances but also in the narratives through which students and professors
frame its usefulness. Rather than focusing solely on outputs, adoption is mediated by
symbolic expectations of productivity, creativity, and informational access. As Aoun



(2017) argues in his vision of “robot-proof” higher education, the challenge for
universities is to prepare students for futures in which automation coexists with human
adaptability, critical thinking, and creativity. Similarly, Knox et al. (2020) highlight the
role of Al imaginaries—collective beliefs about what Al can and should do—in shaping
pedagogical practices and legitimizing its integration.

In this perspective, GenAl is perceived as both a pragmatic and a symbolic ally. It is
imagined as a time-saving tool, an assistant for personalized learning, and a catalyst for
new forms of creativity. For example, Baidoo-Anu and Anash (2023) describe it as an
“endless sea of knowledge” that stimulates curiosity and self-directed learning, while
Pavlik and Pavlik (2024) show how it enhances visualization of creative processes,
especially in artistic fields. These imaginaries resonate with empirical findings: in
Slovenia, respondents emphasized GenAI’s role in providing tailored pedagogical
support, whereas in Bosnia and Herzegovina they highlighted its capacity to expand
access to literature and resources.

At the same time, perceptions of effectiveness are contested. Critical voices caution
against over-reliance, warning that GenAl may generate inaccuracies (Lim et al., 2023),
undermine trust in student—professor relationships (Luo, 2024), or constrain intellectual
autonomy (Abunaseer, 2023). Lee (2024) further questions its pedagogical value, noting
that students tend to follow Al-generated suggestions uncritically. These tensions
illustrate that GenAl’s legitimacy is socially negotiated: while widely embraced as a
productive and creative resource, it simultaneously raises doubts about the depth and
independence of academic learning.

The integration of GenAl in higher education inevitably raises ethical and governance
challenges, particularly around issues of academic integrity, plagiarism, data privacy, and
reliability of outputs, showing that its integration has cultural meanings, institutional
practices, and governance frameworks. These debates highlight both opportunities—such
as productivity and creativity—and challenges related to ethics, critical thinking, and
trust, thereby framing the research questions that guide this study.Globally, these debates
are structured by emerging frameworks of Al ethics, such as Floridi and Cowls’ (2019)
principles of beneficence, non-maleficence, autonomy, justice, and explicability, which
have influenced both institutional codes and regulatory agendas. In Europe, the discussion
is increasingly framed through the EU Artificial Intelligence Act, which sets out a risk-
based governance model. While the Act is not yet fully implemented, its projected impact
on higher education is already shaping institutional guidelines and expectations. Prior
research supports the relevance of ethical reflexivity in education. As Molek (2023)
argues in her critical review of digitalization and ethics in organizational and educational
contexts, the introduction of Al tools requires not only technical literacy but also ethical
literacy, where students and faculty learn to critically evaluate the boundaries of
acceptable use.

In this sense, our study investigates how professors and students in Bosnia and
Herzegovina and Slovenia—two contexts with different institutional histories, digital
infrastructures, and regulatory environments—engage with GenAl in their academic
practices. Specifically, the research addresses five guiding questions: (1) What is the level
of familiarity and frequency of use of GenAlI? (2) What are the primary purposes of its
use? (3) How is its effectiveness and productivity perceived? (4) What ethical concerns
emerge, and how do they vary across contexts? and (5) To what extent is there support
for stricter regulations and institutional guidelines? These questions are operationalized
into five working hypotheses (H1-H5), which structure the empirical analysis presented
in the following section..



3 Method

This cross-sectional, cross-national exploratory mixed-methods study examined
knowledge, use, purposes, perceptions, and ethical orientations toward GenAl among
higher education actors in Bosnia and Herzegovina (BiH) and Slovenia (SI). Data were
collected in October 2024 through an online questionnaire distributed via institutional and
professional channels. The instrument consisted of five sections—demographics,
familiarity and use, purposes, perceptions, and ethical concerns—with both closed and
open-ended items. Closed items employed 5-point Likert-type scales (ranging from 1 =
strongly disagree/never to 5 = strongly agree/very frequently). Versions in Bosnian and
Slovenian were semantically aligned for comparability. The instrument was developed
for this study and reviewed for face validity by the research team; no formal psychometric
validation was performed, consistent with the exploratory scope of the study.

The analytic sample comprised 29 respondents in BiH and 20 in SI. The BiH group
was younger and mainly student-based, whereas the SI group was older and more
balanced across academic roles, reflecting the exploratory character of cross-national
research.

Quantitative data were summarized using descriptive statistics (frequencies,
percentages, means). Between-country differences were explored with > or Fisher’s
exact tests for categorical variables and Mann—Whitney U tests for ordinal measures, with
effect sizes reported alongside p-values. Given small sample sizes, emphasis was placed
on descriptive contrasts rather than statistical inference.

Open-ended responses were examined through qualitative content analysis. Two
members of the research team independently coded the data, discussed discrepancies, and
reached consensus to enhance interpretive reliability. Codes were grouped inductively
into broader themes, with attention to both convergence and divergence across cases.

RQ1/H1 Data
Familiarity & Frequency collection
Quantitative Data
RQ2/H2 research Analysis
Purposes of Use
Results
RQ3/H3 Cross-national,
Effectiveness & Productivity Mixed-methods
Data
collection
RQ4 /H4
Ethical Concerns Qualitative Data
research Analysis
RQ5 /H5

Governance & Regulation Results

Figure 1: Research model

The study complied with institutional standards and GDPR principles. Participation
was voluntary and based on informed consent obtained at the start of the questionnaire.
Respondents were informed about the purpose of the study, the voluntary nature of
participation, and their right to withdraw at any point. Data were collected anonymously,
stored securely on password-protected servers, and retained only for the duration



necessary for analysis. Given the minimal risk and the absence of personally identifiable
information, no further institutional ethical approval was deemed necessary.

4 Results

4.1 Demographic Profile of Respondents

The demographic composition of the two national samples reflects differences in age
structure, gender distribution, and academic affiliation (Table 1 summarizes the
demographic profile of respondents in both national contexts).

In BiH, the largest share of respondents were aged 25-34 (37,9%), followed by those
aged 35-44 (34,5%). Younger participants aged 18-24 represented 20,7%, while older
cohorts were less represented (6,9% aged 45—54, and none above 55). In terms of gender,
the sample was predominantly female (58,6%), while men accounted for 37,9%. No
respondents identified as non-binary. Regarding institutional roles, the BiH's sample was
composed mainly of undergraduate students (48,3%), followed by faculty members
(24,1%). Master’s students (13,8%) and postdoctoral researchers (10,3%) were less
represented, with very few indicating “other” (3,4%).

In Slovenia, the age profile was markedly older. The majority of respondents were
aged 3544 (35%) and 45-54 (40%), with smaller shares in younger cohorts (5% aged
18-24; 15% aged 25-34; and 5% aged 55-65). No participants were above 65. The gender
distribution revealed an even stronger predominance of women (75%), with men making
up 25%. Regarding academic role, the Slovenian sample was more balanced:
undergraduate students (35%) were the largest group, followed by doctoral students
(30%), faculty members (20%), and master’s students (15%).

4.2 Knowledge and frequency of Use of GenAI (RQ1, HI)

There can be noted contrasts emerged between the two national samples (see Table 1). In
Bosnia and Herzegovina (BiH), most respondents reported being somewhat familiar with
GenAl (62,1%), while a smaller proportion considered themselves very familiar (27,6%),
and 10.3% reported no familiarity at all. In contrast, the Slovenian sample demonstrated
a markedly higher level of reported familiarity: 85% of respondents declared themselves
very familiar, and the remaining 15% reported being somewhat familiar. Importantly,
none of the Slovenian respondents indicated unfamiliarity with GenAl

Table 1: Familiarity with Generative Artificial Intelligence by national contexts

Variable Category Bosnia (%) | Slovenia (%)
Not known 10,3 0,0
Familiarity Somewhat 15,0
with GenAl known ol
Very known 27,6 85,0

Source: Authors’ survey data (2024).

Findings show GenAl is more embedded in Slovenian higher education than in BiH.
While institutional embedding of GenAl appeared stronger in Slovenia, self-reported
awareness of ethical issues and policy frameworks (such as the EU Al Act) was higher in



Bosnia and Herzegovina. This divergence may reflect differences in sample composition
(predominantly students in BiH vs. more balanced roles in SI), as well as contextual
factors shaping exposure to GenAl in practice versus awareness at the discursive level.

In Bosnia and Herzegovina, GenAl use was more dispersed, with about one quarter
never using it, while in Slovenia usage was more regular, with most respondents reporting
daily or weekly engagement. The lower mean score in Slovenia (M = 2.65 vs. BIHM =
3.45) confirms a higher overall intensity of use.

Qualitative insights further contextualize these results. In Slovenia, students
emphasized the novelty of encountering GenAl in the classroom, which illustrates a peer-
to-peer diffusion dynamic, where familiarity expands informally once the tool is
introduced institutionally. Several students also highlighted efficiency gains: “A[
shortened the time needed to search for information because it quickly provides
summaries,” while others warned about over-reliance: “Sometimes I became too
dependent on Al and researched less on my own.” In BiH, participants more frequently
stressed the exploratory nature of adoption and unevenness in exposure. Some pointed to
GenAlI’s role in translation or accessing literature, while others reflected on its risks: “A/
sometimes gave me wrong information, which was confusing,” or “I noticed that students
sometimes rely only on Al and skip the books.”
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Figure 2: Frequency of Generative Al use among respondents in Bosnia and
Herzegovina and Slovenia
Source: Authors’ survey data (2024).

These findings point toward a descriptive “usage gap” between the two countries. In
Slovenia, GenAl seems more embedded into academic practices, while in Bosnia and
Herzegovina, a substantial minority of respondents have yet to engage with such tools.
However, while these descriptive contrasts are notable, the difference in frequency of use
between the two samples did not reach statistical significance.



4.3 Purposes of Use (RQ2, H2)

Respondents in both countries reported diverse purposes for using Generative Al in higher
education, although the relative importance of these purposes varied significantly
between the two national contexts (see Figure 3).

In Slovenia, the most frequently cited purpose was assistance in preparing teaching
materials (50% of respondents), followed by creative activities (25%), communication
support (10%), and solving learning problems (10%). Very few respondents indicated the
use of GenAl for writing scientific papers (5%). The mean score (M = 2.75) suggests that
Slovenian respondents position their GenAl use primarily toward practical, teaching-
related applications, with relatively lower emphasis on research or student learning
support. Qualitative comments illustrate this orientation: “Easier to find definitions of
unfamiliar terms,” “Faster article scanning/reading, new ideas for problem solving, text
polishing, translations.” These narratives confirm that Slovenian users see GenAl as an
efficiency-enhancing tool for academic writing, classroom preparation, and linguistic
support.
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Figure 3: Purposes of GenAl use among respondents in Bosnia and Herzegovina and
Slovenia. Source: Authors’ survey data (2024).

In BiH, the pattern was markedly different. The most common purposes were
communication support (37,9%) and creative activities (31,0%), followed by solving
learning problems (17,2%). Only a small share reported using GenAl for writing scientific
papers (10,3%) or assistance in preparing teaching materials (3,4%). The higher mean
score (M = 4.69) reflects that GenAl is used more for student-centered and interactive
purposes—particularly communication, creativity, and problem solving—rather than for
faculty-oriented tasks. Respondents described how GenAl served as a conversational
partner or brainstorming aid: “Al helps me rephrase sentences and improve the tone in
communication,” “It gave me creative ideas for presentations and class projects,” and
“Sometimes I used it to check or simplify explanations when [ didnt understand
something in class.” These accounts underscore that in BiH, GenAl is appropriated less
through institutionalized teaching routines and more through individualized, exploratory
uses that support student learning and expression.

>



4.4. Perceptions of Effectiveness, Advantages, and Challenges of GenAl (RQ3,
H3)

Across both national contexts, respondents generally perceived GenAl as an effective and
productivity-enhancing tool in higher education. In Bosnia and Herzegovina, 41,4% rated
GenAl as very effective and 31,0% as somewhat effective, while in Slovenia, half of
respondents (50%) considered it moderately effective and 35% very effective. Mean
values (Bosnia M =2.03; Slovenia M = 1.95, lower values = higher effectiveness) confirm
that perceptions of effectiveness were broadly similar, with no statistically significant
differences (H3 rejected, p = .938). Respondents in both countries also tended to agree
that GenAl increases productivity. In Bosnia, 37,9% completely agreed and 24,1%
agreed; in Slovenia, 50% agreed and another 20% completely agreed. Mean scores were
nearly identical (Bosnia M = 2.48; Slovenia M = 2.45), reinforcing convergence.
However, some differences emerged in the advantages attributed to GenAl. In BiH,
respondents emphasized increased productivity (34.5%) and access to diverse sources
and literature (31%), while in Slovenia the emphasis was on productivity (40%) and
customized learning support (30%). This contrast suggests that Slovenian respondents
associate GenAl more with personalized learning and efficiency in teaching, whereas
Bosnian respondents see it primarily as a gateway to information resources. Qualitative
results support this:
o  BiH: “I use it to simplify explanations when I don t understand a concept”; “It
helps me check the literature I cannot access directly.”
o Slovenia: “Very helpful in understanding topics, but critical evaluation is
needed” “Improved and shortened the time wasted searching for correct
answers”, “I now produce better work, because I must think differently”.

Table 2: Perceptions of effectiveness, productivity, advantages, challenges, and future
role of GenAl among respondents in Bosnia and Herzegovina and Slovenia
Dimension Bosnia and Herzegovina Slovenia

Is GenAl effective?

M =2.03 (41,4% very
effective, 31% somewhat
effective)

M = 1.95 (50% moderately
effective, 35% very
effective)

GenAl increases
productivity

M = 2.48 (38% completely
agree, 24% agree)

M = 2.45 (50% agree, 20%
completely agree)

Main advantages

Increased productivity
(34,5%), access to
literature (31%)

Increased productivity
(40%), customized
learning support (30%)

Main challenges

Ethical issues (37,9%),
reliance on technology
(24%), misinformation
(20,7%)

Misinformation (40%),
ethical issues (35%), data
privacy (15%)

Future role of GenAl

M =2.07 (45% key tool,
45% limited due to risks)

M = 1.80 (70% additional
tool, 25% key tool)

Impact on academic
performance

M =1.97 (52% small
improvement, 31% strong
improvement)

M =2.10 (50% small
improvement, 25% strong
improvement)

Note. Mean values are based on a scale where lower values indicate higher agreement
or stronger perceived effectiveness. Percentages reflect the distribution of responses
within each national sample. Source: Authors’ survey data (2024).




Challenges showed distinct emphases: in BiH, ethical issues (37,9%) were most cited,
followed by reliance on technology (24%) and misinformation (20,7%), while in Slovenia
misinformation (40%) and ethical issues (35%) predominated. Views on GenAl’s future
diverged: Bosnian respondents were polarized, with equal shares (44,8%) seeing it as
either a key tool or one that should be limited, whereas most Slovenians (70%) considered
it a supplementary aid. Perceptions of academic performance were cautious in both
contexts: around half in each country reported only small improvements, with a minority
noting substantial gains.

4.5. Ethical Concerns and Support for Regulation (RQ4, RQS5, H4, HS)

Respondents in both countries expressed notable concern about the ethical implications
of GenAl in educational contexts, though the intensity varied. In Bosnia and Herzegovina,
41.4% reported being very concerned, compared to only 15% in Slovenia, where the
majority (45%) described themselves as a little concerned. Mean values (Bosnia M =
2.45; Slovenia M = 2.35) suggest marginally higher levels of concern in Bosnia, though
the difference was not statistically significant (H4 rejected, p =.779).

With regard to plagiarism and cheating, apprehensions were widespread but again
stronger in Bosnia (51,7% very concerned) than in Slovenia (20%). Slovenian
respondents distributed more evenly across somewhat concerned (40%) and neither
concerned nor indifferent (40%). Similarly, Bosnian respondents expressed stronger
concerns about privacy: 44,8% completely agreed that GenAl reveals personal
information, compared to 20% in Slovenia. By contrast, 30% of Slovenian respondents
selected I don t know, indicating less defined or less engaged positions.

When asked about awareness of ethical issues more generally, BiH reported higher
familiarity: 55.2% indicated they were very familiar, whereas 80% of Slovenian
respondents said they were not familiar. A similar pattern was evident with awareness of
the EU AI Act. Interestingly, awareness was higher in Bosnia (27,6% well informed,
24.1% somewhat familiar) than in Slovenia (15% well informed, 40% somewhat
familiar), despite Bosnia not being an EU member. This indicates that global regulatory
debates are circulating transnationally, though they may resonate differently in local
contexts.

Differences also emerged in attitudes toward governance. In Bosnia and Herzegovina,
44,8% supported strict institutional guidelines, compared to only 20% in Slovenia, where
respondents favoured more flexible regulation (50%). When asked about broader legal
regulation, 58,6% of Bosnian respondents endorsed stricter legal control, compared to
35% in Slovenia, where 45% considered current frameworks sufficient. These results
align with HS, which hypothesized stronger support for strict regulation in one country.
Although the hypothesis is partially confirmed descriptively, statistical testing indicated
that differences did not reach significance. Experience with ethical challenges also
diverged. In Bosnia, 27,6% reported encountering such issues often and another 27,6%
occasionally, while in Slovenia the majority (55%) reported never experiencing them.

Qualitative responses enrich these findings, since Slovenian respondents emphasized
the need for “increasing awareness of ethical approaches to GenAl use”, “training for
teachers and students”, and “moderate regulation, but not prohibition”. Others stressed
individual responsibility: “It is important to know you must think for yourself and not
hand everything over to AI”. By contrast, Bosnian voices expressed stronger anxieties
about integrity and fairness, with repeated calls for stricter institutional and governmental
oversight, demonstrating higher levels of ethical concern, greater familiarity with ethical
debates, and stronger support for strict institutional and legal regulation. Nevertheless,



despite these descriptive contrasts, statistical analysis did not confirm significant
differences in overall levels of concern, highlighting the need to interpret the results as
indicative of cultural tendencies rather than categorical divides

5 Discussion

Our findings highlight that GenAl adoption in higher education is not simply technical
but mediated by academic cultures, infrastructures, and values (Selwyn, 2022;
Williamson & Eynon, 2020). GenAl reconfigures tasks, roles, and ethical expectations,
operating as what anthropologists might call a fotal social fact (Mauss, 1925/1990),
insofar as it cuts across economic, cultural, institutional, and ethical domains
simultaneously. Its adoption is shaped by imaginaries of what AI can or should do (Knox
et al.,, 2020) and by agendas for “robot-proof” education that emphasize higher-order
human skills (Aoun, 2017).

Our data align with these debates but reveal distinct national patterns. In Slovenia,
GenAl is embedded in pedagogical routines, especially in preparing teaching materials
and offering “personalized” support. Respondents described it as “very helpful in
understanding topics” and as a way to “shorten wasted time searching for answers”,
though with the caveat that critical evaluation of outputs is necessary. In Bosnia and
Herzegovina, by contrast, GenAl functions more as a pragmatic resource—supporting
access to literature, communication, and creativity. Participants emphasized its value for
“expanding access to sources” and for helping students with assignments but also raised
worries about overreliance and integrity. These contrasts reflect different institutional
ecologies: Slovenia emphasizes Al literacy and capacity-building (McDonald et al., 2024;
Xia et al., 2024), whereas BiH appropriates GenAl as an informational shortcut
compensating for resource gaps.

A paradox emerges in regulatory awareness. BiH respondents report greater concern
about ethics and stricter support for regulation, as well as higher familiarity with the EU
Al Act, despite the country being outside the EU. Slovenian respondents, by contrast,
favor flexibility and training but show lower awareness of formal frameworks. As one
Slovenian respondent put it, “moderate regulation, but not prohibition”, while another
noted, “it is important to know you must think for yourself and not hand everything over
to AL " This suggests that ethical narratives travel beyond political borders and are re-
contextualized locally (Floridi & Cowls, 2019; Molek, 2023).

Across both contexts, GenAl is legitimized as a time-saving and productivity-
enhancing tool, though the meaning of “productivity” differs. Personalized support in
Slovenia versus expanded access to information in BiH. Qualitative voices underscore
this double-edged perception: “I now produce better work, because I must think
differently” (Slovenia), versus “it helps, but raises concerns about misuse” (BiH). These
distinctions highlight that GenAl performs different types of work within divergent moral
economies of teaching.

We discovered, that governance regimes diverge. In BiH, strict regulation functions
as a technology of trust in risk-prone environments, while in Slovenia, competence and
training are viewed as safeguards. Comparative scholarship shows both trajectories
internationally: legal and institutional oversight (McDonald et al., 2024; Mohmed &
Elballat, 2024) alongside curriculum innovation and literacy-based approaches (Xia et al.,
2024; Kadaruddin, 2023).

Finally, when revisiting the research questions and hypotheses, only H2 (purposes of
use) and H5 (regulatory orientations) were supported. Divergences in purposes of use and
governance align with cultural and institutional conditions, while hypotheses regarding



familiarity (H1), productivity (H3), and ethical concern (H4) were not statistically
confirmed. The broader implication is that GenAl adoption cannot be reduced to measures
of frequency or effectiveness: it is mediated by imaginaries, infrastructures, and
governance regimes. In Slovenia, it is integrated into pedagogical innovation; in Bosnia
and Herzegovina, it is approached with caution, simultaneously a resource for access and
a potential ethical risk. Digitalization in higher education thus appears as a cultural
process—uneven, contested, and embedded in local traditions of knowledge and
authority.

6 Conclusions

This mixed-method study examined how professors and students in Bosnia and
Herzegovina and Slovenia are engaging with Generative Artificial Intelligence in higher
education. Despite the modest sample sizes, several patterns stand out. Both groups
demonstrated moderate familiarity with GenAl, yet adoption differed. In Slovenia,
respondents reported a broader range of purposes, especially pedagogical support and
personalized learning. In Bosnia and Herzegovina, GenAl was framed more as a
pragmatic resource for expanding access to literature and information. Perceptions of
effectiveness and productivity were generally positive but tended to be described in
instrumental rather than transformative terms. Ethical concerns were widespread, though
demands for strict regulation were stronger in BiH, contrasting with more flexible—yet
less informed—approaches in Slovenia. The findings contribute to debates on
digitalization in higher education by showing that GenAl adoption is not merely technical
but shaped by institutional cultures, infrastructures, and policy environments. Faculty and
student narratives highlight ongoing tensions between innovation, productivity, and
integrity in academic life. Practically, the results underscore the need for universities to
address not only the pedagogical and technical integration of GenAl, but also its ethical
and regulatory dimensions. Institutions should develop guidelines, training, and
participatory forums to foster critical and responsible engagement with GenAl in
teaching, learning, and research.

This exploratory cross-national study offers initial insights into how higher education
actors in Bosnia and Herzegovina and Slovenia perceive and engage with GenAl.
Findings highlight both institutional embedding and ethical awareness, underscoring the
multidimensionality of GenAl adoption in academic contexts. Limitations include the use
of small, convenience samples that limit generalizability; the cross-sectional design,
which precludes analysis of change over time; and reliance on several single-item
measures and self-reports that may bias assessments of familiarity and awareness. Future
research should draw on larger, longitudinal, and mixed-methods designs to better capture
the evolving dynamics of GenAl in higher education.
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Tracking Physiological System Integration in Cardiac
Rehabilitation Using the Cross-Vector Approach

Pavle Boskoski, Martin Bresar
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Jamova cesta 39, 1000 Ljubljana, Slovenia
Faculty of Information Studies
Ljubljanska cesta 31A, 8000 Novo mesto, Slovenia
{pavle.boskoski, martin.bresar}@fis.unm.si

Abstract: We present the analysis of physiological measurements from coronary patients
during rehabilitation following a coronary event. A key feature we analyse is how different
physiological systems interact. An increase in interaction strength reflects stronger
integration between physiological systems, indicating effective recovery. We analyse
signals recorded at the start of the rehabilitation and again after three months, allowing
for monitoring changes during this critical period. The dataset includes signals of tissue
oxygenation, blood flow, respiration, and electrocardiogram activity. We apply the
recently developed cross-vector approach for characterizing interactions from measured
time series. This is a nonlinear method based on reconstructed state-spaces. It is broadly
applicable to various deterministic and stochastic dynamics. It reliably identifies both the
strength and the direction of interactions even in short and noisy data. Applied to patient
data, the method reveals changes in interaction strength and direction that may reflect
underlying physiological changes. The resulting features hold promise for tracking
rehabilitation progress at an early stage and for continuous monitoring during long-term
rehabilitation.

Key Words: interactions, nonlinear dynamics, coronary rehabilitation



Evolution of topics in Slovenian science

Borut Luzar, Nika Robida
Faculty of Information Studies
Ljubljanska cesta 31A, 8000 Novo mesto, Slovenia
{borut.luzar, nika.robida}@fis.unm.si

Abstract: We present an analysis of the development of Slovenian science from 1975 to
2024. Based on the keywords extracted from scientific articles published by Slovenian
authors, we created a keyword co-occurrence network (KCN) for each five-year period
and, using community detection, detected topics based on communities of keywords. We
assigned a disciplinary profile to each community by aggregating the scientific fields of
its authors (using Universal Decimal Classification (UDC)). This enabled us to compare
topic development across nine primary UDC disciplines. The resulting timeline highlights
persistent, emerging, declining, and branching topics, and allows us to explore potential
drivers of topic growth, transformation, or disappearance, revealing some notable
differences between scientific disciplines.

Key Words: Slovenian science, topic evolution, keyword co-occurrence network



Climate Cards: Battle of the Weather Stations!

Matija Klanc¢ar
Faculty of Information Studies
Ljubljanska cesta 31A, 8000 Novo mesto, Slovenia
matija.klancar@gmail.com

Abstract: This project presents an innovative educational card game designed to
familiarize players with climate data from Slovenian meteorological stations. Inspired by
classic comparative card games — such as those featuring cars, where players compete
based on the highest engine power or acceleration — this game applies a similar format
to environmental education. Each card represents a different meteorological station in
Slovenia and includes a set of relevant climate indicators, especially temperature records.
The gameplay is simple and competitive: players take turns choosing a specific variable
to compare, then each reveals the corresponding value from their top card. The player
with the highest (or lowest, depending on the category) value wins the round and collects
the cards. The goal is to collect as many cards as possible, while also gaining a deeper
understanding of local climate characteristics. The cards are based on homogenized
meteorological data, allowing players to engage with authentic information in a fun and
interactive way. The selection of indicators encourages reflection on both short-term
weather phenomena and long-term climate patterns, offering opportunities to discuss
climate change, regional differences, and the importance of long-term observations. In
addition to entertainment, the game serves as a learning tool suitable for use in schools,
workshops, and informal educational settings. It can be adapted for different age groups
by adjusting the complexity of indicators or including additional context and
explanations. The project also opens doors for further expansion — such as thematic sets
(e.g., extreme events, climate change scenarios) or digital versions with interactive
visualizations. By combining elements of play, competition, and environmental science,
this card game offers a unique approach to raising awareness about climate and fostering
curiosity about the natural world through localized, data-driven content.

Key Words: data science, gamification, education, meteorology, climatology



Loneliness, Reflexivity, and Al in Youth
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Abstract: In the presentation, we address the issue of loneliness in relation to the
increasingly all-encompassing use of the Al and the role reflexivity is playing in this
regard. Based on previous research we presume that reflexivity significantly affects how
one constitutes the world, engages in social relationship, navigates the media contents,
and also engages in purposive action related to a more sustainable future. Based on that,
we hypothesise that those who are highly reflexive tend to better cope with the potentially
negative effects of AI — maintaining healthier social relations and personal empowerment.
Research has been conducted on a national representative sample in Slovenia enabling a
comparison between the older generations and the younger ones that have experienced
direct and immediate socialization in a technologically mediated world, increasingly
supported by forms of Artificial Intelligence.

Key Words: loneliness, reflexivity, and Al in youth



Social Infrastructure for Digitalization

Ursa Lamut
Rudolfovo - - Science and Technology Centre Novo Mesto
Podbreznik 15, 8000 Novo mesto, Slovenia
ursa.lamut@rudolfovo.eu

Abstract: This study examines how employees perceive workplace digitalization through
institutional, network, and cognitive frames (Beckert, 2010). We treat digitalization as an
organizational—cultural transformation, not just a technical upgrade. The objective is to
identify conditions that enable or hinder adoption beyond tool rollouts. In 2025, we
conducted heterogeneous focus groups in six companies (47 participants). Data was
audio-recorded and analysed using qualitative content analysis. Findings show that
digitalization is sustainable when tools align with values and employees understand the
purpose of change and help co-shape it; otherwise, tensions arise around trust, privacy,
relationships, and the preservation of competencies. This requires social—as well as
digital—infrastructure: open communication, collaboration, organizational learning,
and explicit handling of value tensions. Through a field-theoretic lens, three patterns
emerge. Institutionally, adoption accelerates when technology, culture, leadership, vision,
and structured training are aligned; lowest-price procurement and late regulator/union
involvement slow implementation, and knowledge transfer from training is often patchy.
Relationally, success depends on trust, precise goal alignment, and transparent data
sharing with partners; administrative burdens, cultural gaps, and research-to-industry
lags impede uptake, while education systems refresh digital skills slowly. Cognitively,
employees adopt tools they perceive as error-reducing, growth-enabling, and value-
consistent, resistance grows with surveillance cues and added administrative load. Two-
way communication and mentoring shorten the path from pilots to routine. Contributions:
(i) an actionable tri-frame diagnostic to align rules, relationships, and meanings, (ii)
evidence that human-centric communication and training improve adoption trajectories;
and (iii) guidance for designing the social infrastructure that sustains digital
transformation.

Key Words: workplace digitalization, social infrastructure, institutions, networks,
cognitive frames



Reliable and Trustworthy Use of Al in Cultural Heritage
Digital Transformation

Ines Vodopivec
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Abstract: The Al for Libraries, Archives, and Museums (AI4LAM) community is a global,
cross-sectoral, and participatory network committed to advancing artificial intelligence
within the cultural heritage sector. It spearheads the development of cutting-edge Al tools
and services tailored to heritage institutions - key custodians of the data foundational to
digital humanities and Al model training. Al-driven solutions offer transformative
potential: revolutionizing data management, enhancing access to digital collections, and
streamlining administrative workflows. AI4LAM’s mission is to establish a robust
framework for organizing, sharing, and evolving knowledge around AI, while promoting
the adoption of trustworthy and transparent technologies. Through collaborative
exchange, the community fosters innovation across GLAM institutions, academia, and
education, addressing the sector’s evolving needs in the coming decade. Its dedication to
open knowledge aligns with the principles of Open Science, supporting more transparent,
accessible, and participatory research practices. Integrating Al into GLAM digital
infrastructures equips researchers with powerful tools to analyze and interpret vast
datasets. Yet this progress invites a critical reflection: In an Al-enhanced environment, do
we still need metadata as we know it - or must we rethink this foundational concept?
Drawing on successful case studies, this paper proposes a theoretical framework for
implementing Al tools and services in cultural heritage workflows. The model is explored
through the interconnected lenses of user engagement, data stewardship, and
infrastructure management.

Key Words: artificial intelligence, cultural heritage, digital transformation, AI4LAM



Cultural Heritage analysis with YOLO based object
detection
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Abstract: Cultural heritage artefacts that are rich in engraved and embossed
ornamentation on vessels, ritual objects, tombstones, and manuscripts. These objects are
important for reconstructing social life, ritual practices, and cultural expression across
regions and periods. To understand a culture, it is not enough to study objects in isolation;
systematic comparison across related artefacts is essential to determine whether and how
communities were connected. However, such a comparison requires first a robust,
scalable detection of their visual content. We therefore study whether a real-time object
detection framework can localise and classify ornamentation. In this study, pretrained
You Only Look Once version 8 (YOLOvS) and version 11 (YOLOvI11) architectures were
employed, ranging from their nano to large model versions, to detect ornaments
characteristic of Greek and Hallstatt cultural artefacts. YOLOvS and YOLOvII were
pretrained on Common Objects in Context (COCO) dataset and were able to detect 80
different object categories. During the testing of YOLO performance different inherent
(YOLO specific) hyper-parameter settings were adopted to detect (localise and classify)
ornaments. The models demonstrated promising performance in localising and
recognising recurring motifs, yet their accuracy remains constrained by the limited
availability of ornament-specific training data. To enhance recognition quality, the
development of specialised datasets tailored to cultural ornamentation is essential.

Key Words: cultural heritage, object detection, ornamentation, deep learning, YOLO



A Two-Phase Al Framework for Fresco Analysis and
Digital Restoration

Branimir Kolarek, Davor Davidovié
Ruder Boskovié Institute
Bijenicka Cesta 54, 10000, Zagreb, Croatia
branimir.kolarek@irb.hr, davor.davidovic@irb.hr

Abstract: The conservation of cultural heritage frescoes is hampered by subjective, time-
consuming damage documentation and the inherent risks of irreversible physical
intervention. Our research objective is to develop a multi-stage, Al-driven framework that
can act as a transparent co-pilot for art conservators, enhancing their analytical
capabilities without dictating outcomes. The research will be approached in two phases.
Phase One involves developing a tool for objective damage analysis. This computer
vision system will be designed to automatically identify, classify, and map various forms
of damage from high-resolution imagery. The envisioned contribution of this phase is an
efficient tool that standardizes condition reporting by generating quantified reports and
precise, color-coded damage maps, creating a digital baseline for monitoring changes
over time. Phase Two will address the more ambitious challenge of digital restoration by
developing a system for generating historically plausible inpainting suggestions. Our
proposed methodology involves constructing a multi-modal Knowledge Graph of stylistic
and iconographic evidence to heavily constrain a retrieval-augmented generative model.
This approach is designed to ensure all proposals are based on historical precedent, not
artistic invention. The project aims to culminate in an expert-in-the-loop visualization
tool for exploring plausible restorations, complete with a "Certainty Map" tracing each
suggestion back to its supporting evidence.

Key Words: fresco restoration, computer vision, digital inpainting, cultural heritage, AI-
assisted conservation



Promoting Digital Inclusion through Digital Tools: The
Role of eAsistent in the Work of Secondary School
Teachers in Slovenia

Branka Klari¢
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Abstract: Research explores the importance of teachers' digital literacy and the role of
digital platforms in their work. Digitalization is becoming a key part of education, and
teachers need to develop digital competencies for the effective use of digital tools. The
theoretical part discusses the difference between information and digital literacy,
historical development and the state of digital competencies of teachers in Slovenia.
Special emphasis is placed on the impact of digital literacy on the employability and
professional development of teachers, and on digital inclusion. The use of the eAsistent
digital platform in secondary schools is analyzed, as well as its impact on school
administration and teacher work. The empirical part examines the impact of using
eAsistent on teachers' digital competencies, and the final part contains results and
suggestions for further research.

Key Words: digital literacy, digital platforms, eAsisitent, teachers



A Digital Transformation for Student Living in Slovenia:
Addressing Key Challenges

Nejra Arnautovi¢, Denis Kanti¢
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Ljubljanska cesta 31A, 8000 Novo mesto, Slovenia
arnautovic.nejra@gmail.com, contact@deniskantic.net

Abstract: Student living in Slovenia is challenged by persistent issues: limited housing
availability, rising rental costs, and complex roommate searches. This work presents
Domko.si, a comprehensive digital platform that fundamentally reshapes the student
housing experience through digital transformation. The platform uniquely integrates two
core functionalities: secure Housing Listings posted by verified property owners, and an
intelligent Roommate Finder service. The primary methodology involves market analysis,
user surveys, and prototype testing to evaluate the platform’s effectiveness in reducing
barriers to access and fostering a transparent rental market. Critically, Domko.si employs
Artificial Intelligence (Al) to validate listing quality, checking content consistency, image
clarity, and accuracy against titles. Furthermore, security is maintained through required
student certificate submissions for administrative validation upon registration.
Preliminary findings indicate that this approach significantly enhances trust and
efficiency. The expected contribution is a scalable model for digital housing platforms,
offering key insights for European universities and policymakers aiming to modernize the
practical and social dimensions of student living. Domko.si demonstrates a meaningful
digital intervention in a critical socio-economic sector.

Key Words: digital transformation, Al-Powered validation, socio-economic
development of Slovenia, student accommodation, trust in digital services



Inverse Modeling of Flexible Rotational Systems via
Physics-Informed Deep Learning
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Abstract: Inverse modeling of flexible rotational systems, such as motor-load assemblies
with elastic couplings, is challenging due to nonlinear dynamics, resonant modes, and
non-collocated sensing. This work presents a physics-informed deep learning approach
to accurately infer the input momentum required to achieve a desired angular
displacement. We employ a Physics-Informed Neural Network (PINN) that encodes the
system’s governing second-order differential equations directly into the loss function,
ensuring physical consistency without explicit numerical integration. To address the
critical challenge of PINN architecture selection, we employ a tailored Genetic Algorithm
(PINN/GA) that automatically optimizes network depth, layer size, activation functions,
and optimizer choice. Starting from simple architectures, the evolutionary strategy
progressively adds complexity only when it improves accuracy, balancing performance
and simplicity. Being computationally highly expensive, the PINN/GA search runs on an
HPC cluster with a Kubernetes deployment, making use of Kubernetes batching
capabilities. The method is validated on a torsional system with flexible coupling, where
the optimized PINN successfully reconstructs the driving torque from the load trajectory.
Results show that the GA-optimized PINN achieves higher accuracy and better
generalization compared to random search and Hyperopt-based methods, while
maintaining computationally efficient architectures. The approach offers a robust,
automated pipeline for inverse modeling in mechatronic systems, with potential
applications in precision motion control, robotics, and industrial automation.

Key Words: inverse modeling, physics-informed deep learning, high-performance
computing, optimization, rotational systems
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Abstract: The "classical” machine learning (ML) suffers from weakness, that it is very
greedy and sensitive to input data. The performances of ML models are completely
dependent on the quantity and quality of the data used to train the models, and, the output
is strictly dependent on the quality of input data being analysed. There are however, many
fields, where collection of data is impractical or expensive, resulting in small datasets,
sometimes also of questionable quality, thus often limiting severely application of ML
tools in such areas. In order to address such data scarce complex systems, Physical
Informed Neural Networks (PINN) methods have been developed recently. Those machine
learning methods are relying on physical principles underlying the systems being
analysed, in order to find patters in the data, and make predictions. The effect is that,
now, classical neural networks are, in addition by data, constrained also by differential
equations describing the system, giving thus to the data also a physical sense. The such
defined neural networks also obtain a boost for parts of the vector space where data are
missing. In this work, we demonstrate, using python libraries for deep neural networks,
the extension of the standard data loss function by the additional part — physics loss —
which introduces physical constraints to neural networks used to model the systems. We
focus also on the complex systems, of which description can potentially be extended to
areas of application such as climate science and medicine.

Key Words: PINN, neural networks, physical principles, complex systems, limited
datasets
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Abstract: The turning process is a widely used cutting operation in industry. Any
optimization of this process can significantly improve product quality, streamline costs,
or reduce unwanted events. With automatic monitoring of turning tools, we can reduce
costs, increase efficiency, and decrease the number of undesirable events that occur
during machining (scrap, tool breakage, etc.). In single-piece or small-batch production,
tool wear is monitored by the machine operator; however, such wear assessment is left to
subjective judgment and requires intervention in the process. The presented solution
eliminates this problem with automated monitoring of the cutting tool’s condition. An IR
camera was used for process monitoring, which also captures the thermographic state.
The camera was properly protected and mounted right next to the turning tool, enabling
close-up observation of the machining. During the experiment, constant cutting
parameters were set for turning the workpiece (low-alloy steel designated 1.7225, i.e.,
42CrMo4) without the use of coolant. Using turning inserts with varying levels of wear,
a database of more than 6,000 images was created during the turning process. With a
convolutional neural network (CNN), a model was developed to predict wear and damage
to the cutting tool. Based on the captured thermographic image during turning, the model
automatically determines the cutting tool’s condition (no wear, minor wear, severe wear).
The achieved classification accuracy was 99.55%, confirming the suitability of the
proposed method. Such a system enables immediate action in the event of tool wear or
breakage, regardless of the operator’s knowledge and training.

Key Words: deep learning, tool condition monitoring, turning, tool wear



Perceived vs. Actual Spatial Data Quality: Challenges,
Consequences, and an Innovative Management
Framework
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Abstract: Quality is often regarded as an abstract and elusive concept, becoming
tangible only when deficiencies undermine real-world decisions. In spatial planning, for
example, inaccuracies in planned land use data within the building permit process may
lead to biased outcomes or, in critical cases, impede decision-making altogether. This
study examines use cases of spatial data quality issues and their potential consequences,
emphasizing both technical dimensions and the human factor, with particular attention to
the gap between perceived and actual data quality. The research introduces the concept
of this discrepancy as a key challenge in governance, with implications for decision-
making processes and stakeholder trust. Building on these insights, an innovative
approach to spatial data quality management is proposed through an automated Data
Quality Management (DOM) framework. The framework is operationalized via the
OPIAvalid toolkit, designed to enhance the effectiveness and reliability of national Spatial
Information Systems (PIS). The expected contribution lies in providing a systematic
methodology for managing spatial data quality, thereby strengthening evidence-based
decision-making and fostering greater trust in spatial data infrastructures.

Key Words: perceived and actual data quality, data quality management (DOM), quality
assurance/quality control (QA/QC), spatial data quality, automation
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Abstract: Quantum technologies are central to the global innovation race. While
national strategies are designed to secure technological sovereignty, the relationship
between strategic timing and actual innovation output is complex. However, the
fundamental question remains: does policy actively drive the innovation cycle or merely
follow it? This study addresses this relationship by focusing on the temporal alignment
between the release of national quantum strategies and the resulting patent application
volume across countries (2014-2023).

Utilizing PATSTAT data, with a focus on the patent application date, we establish that the
global application peak occurred in 2022. This finding reveals a significant temporal
paradox: while early movers like the US (National Strategic Overview for Quantum
Information Systems and Related Documents, 2018) and the Netherlands (National
Agenda for Quantum Technology, 2019) acted proactively, the majority of nations
(including Germany, France, and Japan) released their strategies in 2023—after the
innovation peak had already been reached. We further analyse the China situation
(leading patent volume without a publicly available strategy) and the Netherlands
paradox (early strategy despite low domestic patent count).

The study's primary quantitative measure is the lag time between a strategy's publication
date and the subsequent peak in a nation's domestic quantum patent applications. By
analysing this temporal gap, the research provides empirical evidence to validate the
effectiveness of strategic foresight versus reactive policymaking.

Key Words: quantum technologies, national strategies, innovation flows, patent activity
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Abstract: The contribution presents the methodological framework for an ongoing
doctoral study that explores why some industrial localities thrive while others lag behind
in their development. Applying the Social-Fields-Approach (SOFIA), the research regards
industrial localities as social fields influenced by three main social forces: institutions,
social networks, and cognitive frames. It examines how these forces (and their combined
impact) enable or hinder new path creation within the selected localities during the latter
half of the 20th century. A comparative multiple case study will be conducted on three
distinct industrial localities — Novo mesto (Slovenia), Pernik (Bulgaria), Aalborg
(Denmark) — selected via purposive sampling as localities with varying levels of
innovation performance. Data collection will involve two rounds of semi-structured
interviews with key stakeholders from business, academia, and policy-making areas in
each industrial locality, as well as with experts in local regional development. The first
round aims to identify the main periods and turning points within the developmental
trajectory of each industrial locality since the 1950s; the second round will consider the
impact of the three social forces (institutions, cognitive frames, social networks) within
each period and turning point while shaping the path-creation process as well as the
success of a certain locality. The research contributes to the existing theory and practice
in regional studies by offering new insights into the reasons behind the uneven geography
of industrial development through the new application of the SOFIA conceptual
framework.

Key Words: Social-Fields-Approach (SOFIA); industrial locality;, path-creation;
comparative case study; regional development



