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Statistical analysis of electrochemical
impedance data

Pavle Boškoski1,2, Vanja Subotić3
1Faculty of Information Studies, Ljubljanska cesta 31a, 8000 Novo mesto, Slovenia

2Jožef Stefan Institute, Jamova cesta 39, 1000 Ljubljana, Slovenia
3Institute of Thermal Engineering, Graz University of Technology

Inffeldgasse 25/B, 8010 Graz, Austria
pavle.boskoski@fis.unm.si, vanja.subotic@tugraz.at

Abstract. This paper presents a comprehensive framework for the statistical analy-
sis of electrochemical impedance spectroscopy data using Kullback- Leibler divergence,
wavelet transforms, and variational Bayes inference. The proposed approach integrates
discrete random binary signal excitation to enable faster and more efficient impedance
measurements. It provides a comprehensive understanding of electrochemical systems
such as lithium-ion batteries and solid-oxide fuel cell. The framework leverages statisti-
cal methods to allow for precise detection of changes in impedance characteristics and
robust model selection. Experimental validation demonstrates the accuracy and reliabil-
ity of the approach across a wide range of operating conditions. This makes it a valuable
real-time diagnostics and monitoring tool in dynamic electrochemical environments.

Keywords. solid-oxide fuel cell, Kullback- Leibler, variational Bayes, electrochemical
impedance spectroscopy, discrete random binary signal

1 Introduction

Electrochemical impedance spectroscopy (EIS) is widely used for characterizing electro-
chemical energy systems, such as lithium-ion batteries and solid-oxide fuel cells (SOFCs).
The critical advantage of EIS lies in its ability to provide valuable information about the
internal state of these systems under various operating conditions. Traditionally, EIS
measurements are performed by applying sinusoidal excitations at discrete frequencies.
Still, this approach can be time-consuming, particularly in the low-frequency range, and
is sensitive to environmental disturbances during prolonged measurement times [1, 2].

Recent advancements in impedance measurement techniques and model selection
methods have significantly improved the accuracy and efficiency of EIS data analysis.
This paper proposes a comprehensive statistical framework for analyzing impedance data
using Bayesian inference, statistical divergence measures, and wavelet-based signal pro-
cessing techniques. Our method aims to expedite impedance measurement and enhance
the reliability of model selection through probabilistic approaches.

The conventional method for EIS analysis relies on mono- or multi-component si-
nusoidal signals, which limits the frequency resolution to only a few points per decade.
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This leads to extended measurement times, especially in the low-frequency range, which
is critical for assessing batteries’ state of health (SOH) and state of charge (SOC). One
promising approach to mitigate this issue is using broadband excitation signals, such as
discrete random binary sequences (DRBS), which excite the system across a continuous
frequency range. This technique enables faster impedance measurements by reducing the
total experimental time while maintaining high-frequency resolution [1].

In parallel, methods for analyzing EIS data have evolved beyond traditional equiv-
alent circuit models (ECMs). ECMs are helpful but often limited due to their reliance
on a pre-determined model structure, which may not always capture the actual dynam-
ics of fractional-order systems like SOFCs and lithium-ion batteries. The distribution
of relaxation times has emerged as an alternative, offering a non-parametric method for
analyzing impedance data [3]. However, both distribution of relaxation times and ECM
suffer from model identifiability issues, where multiple models may provide similar fits
to the data [4].

To address these challenges, Bayesian inference has been proposed for model selec-
tion in EIS analysis. By employing variational Bayesian (VB) inference, selecting the
most probable model structure based on the observed data is possible while simultane-
ously estimating the model parameters [5]. This approach incorporates a probabilistic
framework that selects the best-fitting model and quantifies uncertainty in both the model
and the parameter estimates.

The combination of fast impedance measurement using discrete random binary signal
(DRBS) and probabilistic model selection through Bayesian inference represents a signifi-
cant improvement over existing techniques. This paper builds on these advances, propos-
ing an integrated framework that applies statistical divergence measures for impedance
data analysis and wavelet transforms for efficient frequency-domain conversion. Exper-
imental validation of the proposed method on SOFCs and lithium-ion batteries demon-
strates its efficacy in providing accurate and robust impedance analysis.

2 Impedance Measurement using DRBS and Wavelet Trans-
form

Fast impedance measurement techniques have become a critical component in improving
the efficiency of EIS data acquisition, especially when dealing with dynamic systems like
lithium-ion batteries and SOFCs. This section explores how DRBS can be employed as
an excitation signal for EIS measurements. We also introduce the statistical properties of
DRBS and demonstrate how they can be exploited to assess the statistical properties of
impedance data across a broad range of frequencies.

2.1 Statistical Properties of DRBS

A DRBS is a stochastic signal that switches between two values, typically −a and +a, at
random time intervals. The time between consecutive switches follows a Poisson distribu-
tion, which governs the signal’s randomness and frequency characteristics. This random
switching results in a broad frequency spectrum, making DRBS a highly effective excita-
tion signal for systems that require a wide range of frequency inputs simultaneously [1].

The power spectral density of a DRBS, denoted as SDRBS(f), can be approximated as
11



a sinc function:

SDRBS(f) = a2λ

(
sin(πfλ)

πfλ

)2

where λ is the minimum time interval between switches, and f represents the frequency.
The spectrum of the DRBS is essentially flat over the range [0, fB ], where fB = 1

2λ is the
bandwidth of the signal. This property makes the DRBS an ideal candidate for broadband
excitation in EIS measurements, allowing simultaneous excitation of multiple frequency
components [1].

The use of DRBS has several key advantages. It provides near-instantaneous excita-
tion over a broad frequency range, enabling fast data acquisition. The signal’s randomness
ensures that the frequency components of the system response are uncorrelated, simplify-
ing the statistical analysis of the impedance data. The stochastic nature of DRBS allows
statistical techniques to assess the uncertainty and variability in the measured impedance.

2.2 Exploiting DRBS for Statistical Analysis of EIS

The statistical properties of DRBS make it particularly well-suited for assessing the sta-
tistical behavior of impedance in electrochemical systems. The impedance at a given fre-
quency f can be calculated using the continuous wavelet transform (CWT) on the voltage
V (t) and current I(t) signals:

Z(f) =
WV (t, f)

WI(t, f)
(1)

where WV (t, f) and WI(t, f) are the wavelet coefficients of the voltage and current sig-
nals, respectively. By applying DRBS excitation, we obtain the impedance values at dif-
ferent frequencies and their statistical distributions over time. This enables us to calculate
important statistical properties such as the mean, variance, and confidence intervals for
the impedance at each frequency.

One of the most significant benefits of using DRBS excitation is the ability to estimate
the probability distribution function of the impedance measurements. Given the random
nature of the DRBS signal,the distribution of the impedance at each frequency f is [2]:

fZ(z) =
1− |ρ|2

πσ2
uσ

2
i

(
|z|2

σ2
u

+
1

σ2
i

− 2
ρrzr − ρizi

σuσi

)−2

, (2)

where zr and zi are real and imaginary components of the random variable Z. The loca-
tion of the fZ(z) mode depends on the correlation coefficient ρ.

The distribution (2) has three parameters σu, σi, and the correlation coefficient ρ.
These parameters can be easily estimated through the covariance matrix by using the
calculated wavelet coefficients as

E{Wu(t, f0)Wu(t, f0)
∗} =

σ2
u

2

E{Wi(t, f0)Wi(t, f0)
∗} =

σ2
i

2

E{Wi(t, f0)Wu(t, f0)
∗} =

σuσi

2
ρ.

(3)
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2.3 Application to EIS
By exploiting the statistical properties of DRBS, we can obtain a more comprehensive
understanding of the impedance characteristics of electrochemical systems. For instance,
in lithium-ion batteries, variations in impedance across different frequencies can provide
insight into the health of the battery’s internal components, such as the anode, cathode,
and electrolyte. Similarly, in SOFCs, changes in the impedance spectrum can be used to
detect degradation processes and other performance-related issues.

The combination of DRBS excitation and wavelet-based impedance estimation offers
a powerful tool for real-time monitoring and analysis of electrochemical systems. In
addition to providing accurate impedance measurements, this approach enables a more
robust statistical analysis of the data, allowing for better decision-making in applications
such as battery management systems and fuel cell diagnostics.

3 Statistical Analysis of Impedance Data using Kullback-
Leibler Divergence

The statistical properties of the DRBS introduced in the previous section provide a robust
foundation for advanced statistical methods to analyze EIS data. In this section, we ex-
ploit these properties to calculate the Kullback- Leibler (KL) divergence, a measure that
quantifies the difference in the impedance spectra between different operating conditions.

3.1 Kullback-Leibler Divergence for Impedance Analysis
The KL divergence is a statistical measure that quantifies the difference between two
probability distributions. In the context of EIS, KL divergence allows us to measure how
much the impedance spectrum under one set of operating conditions deviates from a ref-
erence condition. Given two probability distributions p(Z(f)) and q(Z(f)) representing
impedance under two different conditions at frequency f , the KL divergence is defined
as:

DKL(p ∥ q) =

∫
p(Z(f)) log

(
p(Z(f))

q(Z(f))

)
dZ(f). (4)

The KL divergence is non-negative and asymmetric, meaning DKL(p ∥ q) ̸= DKL(q ∥ p),
and DKL(p ∥ q) = 0 only if p = q. This makes the KL divergence an effective tool for
detecting changes in the impedance characteristics of electrochemical systems.

3.2 Application of KL Divergence to EIS Data
To apply KL divergence to EIS data, we first calculate the probability density functions
p(Z(f)) and q(Z(f)) for the impedance at each frequency under two different operating
conditions. These conditions may correspond to different states of charge (SOC) in a
lithium-ion battery, varying operating temperatures in a fuel cell, or changes in electrolyte
composition. For each frequency f , the KL divergence can be computed as:

DKL(p ∥ q) =
N∑
i=1

p(Zi(f)) log

(
p(Zi(f))

q(Zi(f))

)
(5)

where Zi(f) represents the impedance values at frequency f , and N is the number of
samples. This analysis allows us to identify the specific frequencies where the impedance
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characteristics have changed most significantly, aiding in identifying degradation mecha-
nisms or early signs of failure in electrochemical systems.

High values of KL divergence at specific frequencies indicate that the impedance dis-
tribution under the new operating condition significantly differs from the reference. For
example, in a lithium-ion battery, an increase in KL divergence at low frequencies might
indicate changes in charge transfer resistance or electrolyte degradation. In SOFCs, ele-
vated KL divergence values could suggest performance degradation due to fuel composi-
tion changes or mechanical stresses on the cell. Thus, interpreting the KL divergence in
EIS data provides valuable insights into the system’s underlying physical processes and
potential faults.

Using KL, divergence for EIS data analysis offers several advantages. KL divergence
relies on probability distributions rather than model fitting, reducing the bias introduced
by model-based analysis. Even small, statistically significant changes in impedance can
be detected using KL divergence, making it useful for early detection of system degra-
dation or failure. By exploiting the statistical properties of DRBS and the probability
distributions of impedance data, KL divergence offers a sensitive and detailed method for
analyzing changes in electrochemical systems, enhancing the diagnostic capabilities of
EIS

3.3 Model Selection Using Statistical Properties of EIS with varia-
tional Bayes

The statistical properties of EIS data derived from DRBS excitation provide a natural
framework for selecting the most appropriate model to describe the system’s underlying
dynamics. In complex electrochemical systems, such as lithium-ion batteries and SOFCs,
the impedance behavior is often modeled using various ECMs. The challenge lies in
choosing the best model while accounting for uncertainty and variability in the impedance
data, which can be addressed effectively using variational Bayes (VB) inference.

By leveraging the probability distribution function (PDF) (2), the model selection
problem becomes a probabilistic inference task. The goal is to identify the model M
that best explains the observed statistical properties of the impedance data derived from
EIS. This is where VB inference is compelling, as it balances model complexity with the
ability to explain the data.

3.3.1 Variational Bayesian Inference for Model Selection

VB inference is an efficient method to approximate the posterior distribution of model
parameters. It does this by maximizing the evidence lower bound (ELBO), which ap-
proximates the marginal likelihood of the data given a particular model. In the context of
EIS, VB allows us to determine which model best fits the observed impedance distribu-
tions p(Z(f)) across a range of frequencies while also considering the uncertainty in the
model parameters θ.

For a given set of candidate models M1,M2, . . . ,Mk, the posterior distribution of
the model parameters θ, given the impedance data Z(f), is approximated by a simpler,
parameterized distribution q(θ). The ELBO for each model M is defined as:

ELBO(M) = Eq(θ) [log p(Z(f)|θ,M)]− KL(q(θ) ∥ p(θ|M)), (6)

where p(Z(f)|θ,M) is the likelihood of the impedance data given the model parameters,
and the second term is the KL divergence between the approximate posterior q(θ) and
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the prior distribution p(θ|M). The VB inference process iteratively updates the approx-
imate posterior distribution q(θ) to maximize the ELBO, thus selecting the model that
provides the best explanation for the data while also avoiding overfitting. The stochastic
nature of the impedance data, captured by the PDFs derived from DRBS, ensures that this
model selection process accounts for both the mean behavior and the variability within
the system.

3.3.2 Incorporating Statistical Properties for Model Selection

The statistical properties of the impedance data at each frequency play a crucial role
in the VB model selection process. The likelihood term p(Z(f)|θ,M) depends on the
impedance PDFs fZ(z) obtained from DRBS excitation. A model that accurately cap-
tures the shape and spread of these PDFs will have a higher likelihood, thus maximizing
the ELBO. VB naturally incorporates uncertainty in the model parameters through the
approximate posterior distribution q(θ). The stochastic impedance data derived from the
DRBS provides a richer dataset for estimating this uncertainty, leading to a more robust
and reliable model selection.

For instance, different ECMs may capture different physical phenomena, such as dif-
fusion processes or charge transfer resistance. VB inference evaluates the ability of each
model to explain the statistical properties of the impedance data across all frequencies.
The model that most accurately captures the impedance distributions is selected by eval-
uating the ELBO for each candidate model.

Using VB, inference for model selection in EIS analysis offers several advantages.
VB provides a systematic approach to incorporating parameter and model uncertainty,
allowing for more confident model selection. By estimating the full posterior distribution
of the model parameters, VB gives insight into the variability and uncertainty associated
with each parameter, unlike traditional methods that provide point estimates. VB is com-
putationally more efficient than other Bayesian methods, such as Markov Chain Monte
Carlo, making it suitable for real-time or large-scale EIS data analysis.

By leveraging the statistical properties of impedance data derived from DRBS excita-
tion, VB offers an efficient and robust method for model selection in EIS analysis. This
approach ensures that the selected model fits the data accurately and reflects the physical
processes governing the electrochemical system.

4 Experimental Validation
The proposed approach is validated on a solid-oxide fuel cell (SOFC) and a commercial
lithium-ion battery. DRBS excitation and CWT are used to measure the impedance, and
Bayesian inference is applied to select the optimal ECM for each system.

4.1 Battery impedance using DRBS excitation
Using DRBS, EIS was measured in the frequency region between 600 µHz and 1.1 kHz.
The time domain signals of the excitation and response are shown in Figure 1a. EIS was
measured at VDC = 3.705 V with peak-to-peak amplitude VAC = 10 mV.

The obtained EIS curve is shown in Figure 1b. The plot compares the initial impedance
measurement performed with BioLogic SP-200, the impedance measured using DRBS
signals, and the impedance measured using classical single-sine excitation signals. It can
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Figure 1: EIS measurement with DRBS on lithium-ion battery [1]. a) Time domain of the
voltage excitation and the current response of the battery. b) Comparison of impedance
calculated using DRBS and classical single-sine excitation signals..

be seen that the impedance between the two measurements is almost identical. Also, the
value of the high-frequency resistance (RS), where the imaginary part of the spectrum is
zero, and the value of the impedance at low frequencies remains the same.

4.2 Application of Kullback- Leibler divergence on EIS data

For the case with low hydrogen content, the SOFC operated with 10% hydrogen in the
inlet gas mixture. This phase lasted for 85 hours. As shown in Figure 2, there are no
significant changes in the temperatures at both measurement points. An apparent initial
decrease in the cell’s voltage, particularly during the first 40 hours.

The Nyquist plots, shown in the Figure 2b, exhibit a clear trend from the initial mea-
surement (red color) towards the end measurement (blue color). At first glance, the EIS
curves exhibit changes throughout the observed frequency band. However, the most ap-
parent change in the serial resistance is visible as a slight decay of the cell’s voltage.

Figure 2b shows an apparent impedance change in the frequency range between 10
Hz - 4 kHz. Initially, after 40 hours of operation, the most intensive changes are in the
frequency band between 200 – 800 Hz. After 70 hours of operation, a similar divergence
change occurs at frequencies between 800 Hz – 4 kHz. Only slightly higher divergence
values are observable in the 10 – 200 Hz frequency range. These changes can be linked to
the shift of the impedance curve towards lower ohmic resistances from 49.5 to 48.5 mΩ
and the behavior of the cell voltage, which mainly remained constant during the initial 20
hours but started to decrease from 1.32 to 1.31 V during ongoing operation. Generally,
this can be interpreted as a new equilibrium slowly being achieved after the change in the
inlet gas composition.

Additionally, Figure 2c shows increased impedance values scattered at frequencies <
1 Hz. These changes are also visible in the Nyquist diagram, whereby the low-frequency
arc presents an unstable behavior. According to [6, 7, 8], this could be linked to changes
in the diffusion losses, resulting from surplus H2O which could still be present within the
system from the previous experiment.
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Figure 2: Results of operation under condition 2. Group (A) shows the time evolutions of
the voltage and relative change of the temperatures at the anode-A and cathode-C sides.
The relative change of the temperatures is calculated based on the initial measurement
at t = 0. The local abrupt changes in the voltage and temperature values occur during
the periodic EIS measurements. Plot (B) shows the evolution of the EIS curves from red
to blue. Plot (C) shows the results of KL divergence evolution over the 85 hours during
condition 2. The divergences are calculated to the reference (red) EIS curve. The most
pronounced EIS changes are in the frequency band between 100 and 2000Hz.

4.3 SOFC experiment
The model selection approach was applied on a six-cell SOFC fuel cell stack running for
3600 hours [9]. The stack operated in an electric furnace at 750°C. Each cell had an active
area of 80 cm2. The fuel was a mixture of hydrogen and nitrogen with a ratio of 3/2 and
flow of 0.36 Nl h−1cm−2. The air flow rate was 4 Nl h−1cm−2. At a nominal current of
32 A (0.4 A cm−2) the stack operated with fuel utilisation of 77.5 %. During this period,
the fuel cell went through three fuel utilisation cycles. The experiment ended when the
ohmic loss in one of the cells reduced the stack’s efficiency by 20%. The goal of the
analysis here is to show the stability of the pole estimation approach and its sensitivity in
cases where non-linearities are no longer negligible.

The top plot in Figure 3 illustrates the time evolution of the estimated number of poles
M . The lower plot presents the root-mean-square error of the EIS model relative to the
measured data. The root-mean-square error is calculated using the following equation

RMSE =

√√√√ 1

S

S∑
i

(
ℜ{Ẑ(ωi)} − ℜ{E[Z(ωi|z)]}

)2

+

√√√√ 1

S

S∑
i

(
ℑ{Ẑ(ωi)} − ℑ{E[Z(ωi|z)]}

)2

.

(7)

It is important to note that equation (7) is not used during the optimisation process but
serves to provide feedback on the fit’s accuracy.

In the plots’ analysis, the pole number estimation remains stable. For intervals with
high fuel utilisation, the estimated number of poles exhibits changes. These changes

17



do not suggest that a simpler model is valid in these intervals, as the root-mean-square
error also increases. As indicated by [9], during these intervals, the Kramers-Kronig
relations break down, signifying that the fuel cell is not operating within a linear regime,
undermining the applicability of ECMs.
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Figure 3: Pole evolution on experimental data

5 Conclusion
This paper introduces a statistical framework for analyzing EIS data, incorporating KL di-
vergence, wavelet transforms, and VB inference alongside DRBS excitation. This combi-
nation allows faster and more reliable impedance measurements while providing detailed
insights into electrochemical systems, such as lithium-ion batteries and SOFCs. The use
of KL divergence enhances the detection of changes in impedance spectra, offering a
sensitive tool for early identification of system degradation.

The proposed approach also uses VB inference for efficient model selection, account-
ing for the variability and uncertainty in the impedance data. Experimental validation on
SOFCs and lithium-ion batteries demonstrates the accuracy and robustness of the frame-
work across a wide range of operating conditions. These results highlight the frame-
work’s practical applicability for real-time diagnostics and monitoring of electrochemical
systems.
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Abstract. This paper presents a comparative analysis of three predictive approaches for
1-day ahead energy consumption forecasting in two different types of buildings: a busi-
ness office and a residential building. Energy consumption data, originally collected in
1-minute intervals, was aggregated to 15-minute intervals for model feeding. The first
approach utilizes a Long Short-Term Memory (LSTM) network with 96 prediction steps,
using a sequence length of 288 (equivalent to three days of historical data). The sec-
ond approach employs an interval-based methodology, wherein 96 separate LSTM mod-
els are trained for each 15-minute interval with a sequence length of 10, resulting in a
more granular prediction process. Lastly, we present a hybrid model that integrates the
interval-based approach with daily behavior clustering to enhance the predictive capabil-
ity. The performance of these methods is evaluated based on the Root Mean Square Error
(RMSE). Results demonstrate that while the interval-based approach (2) outperforms the
full-sequence LSTM (1), the Hybrid approach (3) achieves the highest accuracy in both
building types, showcasing its potential for more reliable energy consumption forecasting.

Keywords. energy consumption, energy management, recurrent neural networks, LSTMs,
k-Means, deep learning

1 Introduction
Accurate energy consumption forecasting is critical for optimizing energy management
systems in both commercial and residential buildings. With increasing emphasis on sus-
tainability and energy efficiency, the ability to provide reliable day-ahead predictions
becomes invaluable. The variability in energy consumption patterns between business
offices and residential buildings makes it crucial to develop models tailored to specific
building types, enabling more effective energy management solutions.
Recent experiments in Deep Neural Networks, particularly Long Short-Term Memory
(LSTM) networks, have shown significant promise for energy-related tasks [5, 4, 1, 6, 8,
3]. LSTMs excel at capturing temporal dependencies in sequential data, which is partic-
ularly important for energy forecasting. However, traditional single-step LSTM models
that attempt to predict long sequences, such as 96 steps ahead (covering an entire day
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with 15-minute resolution), often suffer from accumulated errors. This has been well-
documented in studies where LSTM models tend to lose accuracy over long prediction
windows due to the compounding of errors across multiple time steps [7]. To overcome
this, an interval-based approach has been proposed in this article, where smaller intervals
are predicted independently, allowing for more stable and precise results.
In an interval-based LSTM approach, the forecasting task is broken down into separate
models for each 15-minute interval of the day. Each model predicts only the next 15 min-
utes, effectively reducing the prediction horizon from 96 steps to 1, which helps prevent
error accumulation over longer sequences. By focusing on short-term predictions and
concatenating the results into a full-day forecast, this method can offer superior accuracy
compared to traditional LSTM models [9]. However, while this approach improves accu-
racy, it does not fully account for the behavioral patterns of energy usage that can repeat
daily in many buildings.
To further enhance prediction accuracy, hybrid models that combine interval-based LSTM
forecasting with behavioral clustering have been introduced. In these hybrid models, daily
energy consumption patterns are first clustered based on similarity, allowing for the identi-
fication of recurring behavioral patterns. This clustering-based method, inspired by recent
work on temporal-behavior coalescing [7], has shown promise in improving the robust-
ness and accuracy of predictions.
In this study, we compare three approaches to energy consumption forecasting for both
business office and residential buildings. The first approach is a traditional LSTM with
long prediction sequences (96 steps ahead), the second approach utilizes an interval-based
LSTM model where each 15-minute interval is predicted separately, and the third ap-
proach incorporates a Hybrid model that combines interval-based LSTM predictions with
clustering to account for recurring behavioral patterns. The primary objective is to de-
termine which approach offers the best day-ahead forecasting accuracy, using Root mean
square error (RMSE) as the main evaluation metric, for office and residential building
types.

2 Methods

2.1 LSTMs for temporal forecasting
LSTM is a state-of-the-art variant of Recurrent Neural Networks (RNN) and is widely
recognized for its effectiveness in time series data modeling. RNNs often struggle with
long-term dependencies due to the vanishing gradient problem, while LSTMs overcome
this limitation by introducing memory cells capable of retaining information for extended
periods. Each LSTM memory cell consists of three gates: an input gate, an output gate,
and a forget gate. These gates regulate the flow of information, allowing the network to
selectively remember or forget data across multiple time steps [4, 1]. The gates control the
interactions between neighboring memory cells and the memory cell itself, as illustrated
in Figure 1. In this work, we compare two approaches:

1. Full-Day Predictions: The first approach involved training a single LSTM model
to predict energy consumption for the entire day. This model generates 96 predic-
tions, where each prediction corresponds to a 15-minute interval, covering a full
24-hour period. The LSTM was trained on sequences of length 672, correspond-
ing to the past 7 days, to capture long-term dependencies in energy consumption
patterns. Although this approach allows for complete day-ahead forecasting in a
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Figure 1: LSTM memory cell [2].

single pass, accumulated errors over long sequences diminished its accuracy, ne-
cessitating an alternative method. The results of this approach will be denoted as
LSTM(1).

2. Interval-Based Predictions: To address the shortcomings of the full-day LSTM
model, we adopted an interval-based approach. Instead of predicting the entire day
in one go, we trained 96 separate LSTM models, each designed to predict one 15-
minute interval (e.g., 00:00-00:15, 00:15-00:30, etc.), Each interval-based LSTM
model used a time series of length 390 to predict the next 15-minute energy con-
sumption. After generating 96 separate predictions, we concatenated them to form
the complete day-ahead forecast. This method mitigates the error accumulation
problem associated with long sequences. The results of this approach will be de-
noted as LSTM(2).

2.2 Hybrid Prediction Method: Daily consumption profile clustering
+ Temporal predictions

In addition to using LSTM(2) for temporal forecasting, we incorporated k-Means clus-
tering to enhance prediction accuracy by accounting for recurring daily behavior patterns
in energy consumption. We use k-Means clustering in this work, an unsupervised learn-
ing algorithm that groups similar data points into clusters based on their proximity in
multi-dimensional space. For this study, we set k = 10, meaning daily energy consump-
tion behaviors were grouped into 10 distinct clusters. Our chosen distance metric here is
Euclidean distance. After calculating all 96 LSTM interval predictions and concatenat-
ing them into a single-day data vector, this vector was then processed through the cluster
prediction algorithm, where the centroid of the corresponding cluster was identified. The
centroid vector and the LSTM prediction vector were then averaged to generate the final
hybrid predictions. Results of this approach will be denoted as Hybrid.

For model performance comparison we use root mean square error (RMSE), defined as:

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2

where ŷi is the predicted value of energy consumption, yi is the actual value of energy
consumption and n is the number of samples.
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3 Results
The data used in this work consists of past energy consumption records (in Watts) for two
buildings, C1 (office building) and C2 (residential building), over the course of 13 months
with a 15-minute granularity. The key features used for model training are presented
in Table 1. For LSTM(1) and LSTM(2), the optimal network parameters are obtained

Feature Type LSTM(1) LSTM(2)

Time-based features

week_day (1 to 7)
is_weekend {0, 1}
month (1 to 12)
day (1 to 365)
hour (0 to 23)

week_day (1 to 7)
is_weekend {0, 1}
month (1 to 12)

Past consumption lags (1 to 4)
lags (1 to 30)
(past days)

Sine/Cosine transformation hour transformations (-1, 1) -

Consumption timing flags is_peak_hour {0, 1}
is_low_usage_hour {0, 1} -

Rolling mean rolling mean per 1h
rolling mean per 2h -

Season - season (0 to 3)

Table 1: Set of features for models (1) and (2).

via neural architecture search, and can be found in Table 2. For the Hybrid approach,

Model
Parameters LSTM (1) LSTM (2)
Time series length 37,440 390
Sequence length 288 10
Prediction timestep 96 1
Number of layers 1 2
Number of units 100 150
Learning rate 0.001 0.001
Activation function ReLU ReLU
Loss function mean squared error mean squared error
Batch size 32 32
Epochs 20 20

Table 2: The optimal parameter values of the LSTM models. Interval approach (LSTM
(2)) introduced opportunity for 2 LSTM layers, because with a decrease of prediction step
from 96 to 1 our network was a way less computationally demanding.

we employed k-Means clustering with 10 clusters to identify days with similar energy
usage profiles. The data was standardized using StandardScaler. These clusters were used
to improve predictive accuracy by incorporating behavioral patterns into the temporal
predictions. In Figure 2, we show the 10 daily load profiles of an example building 1.

1These clusters are illustrative examples and do not reflect real client data. Data can be provided upon
request. Clusters in the figure belong to the Labtop energy consumption - the technical laboratory in Rudolfovo
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Figure 2: 10 clusters of daily energy load profiles example. Centroids are represented by
red color, while all the actual time series are in grey.

The error metrics in kWh are presented in Table 3. The comparison between LSTM(1),

RMSE LSTM(1) LSTM(2) Hybrid
C1 1.13 0.56 0.45
C2 0.46 0.39 0.26

Table 3: Evaluation metrics of LSTM full day predictions approach (1), LSTM interval
predictions (2), and Hybrid predictions which average (2) with the daily consumption
profile cluster centroid.

LSTM(2), and the Hybrid approach shows clear improvements in prediction accuracy
with the interval-based and hybrid methods. LSTM(1), which uses a single LSTM model
to predict all 96 steps for day-ahead consumption, struggled with accumulated errors and
limited model capacity, leading to higher RMSE values (1.13 kWh for C1 and 0.46 kWh
for C2). This was due to the complexity of predicting long sequences while minimizing
the error on the daily level, while it it important to minimize the error on the 15-minutes
level. LSTM(2), the interval-based approach, broke the prediction task into 96 individual
one-step forecasts where the LSTM was trained separately for every interval, enabling the
use of a two-layer LSTM architecture. This improved both accuracy and computational
efficiency, reducing RMSE to 0.56 kWh for C1 and 0.39 kWh for C2. By addressing the
issue of error accumulation over long sequences, LSTM(2) outperformed LSTM(1). The
Hybrid method, which averaged LSTM(2) predictions with the centroids of daily behavior
clusters, yielded the best performance, with RMSE values of 0.45 kWh for C1 and 0.26
kWh for C2. Training times for LSTM(2) and the Hybrid approach were approximately
2 hours and 20 minutes, with models trained only once per month, while generating pre-
dictions takes just under one minute. Although training LSTM(1) took 1 hour and 28
minutes, the decrease in prediction error achieved by LSTM(2) and the Hybrid approach
justifies the additional training time. Some daily examples of predicted vs. actual values
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are presented in the Figure 3. 2

Figure 3: Predictions on the serving dataset (unseen data) in Watts.

4 Discussion and future work
Day-ahead forecasting, particularly when predicting energy consumption over a full 24-
hour period, poses a significant challenge for LSTM models due to the need for 96 con-
secutive prediction steps (each representing 15-minute intervals). As the sequence length
increases, maintaining both accuracy and computational optimum becomes increasingly
difficult. The comparison between LSTM(1), LSTM(2), and the Hybrid approach demon-
strates notable improvements in prediction accuracy with the interval-based and hybrid
methods. The integration of behavioral patterns has proven to be useful in enhancing the
accuracy of the predictions. Future work will focus on incorporating weather features
and distinguishing between different energy load sources within the building. Currently,
we have only worked with the building’s total consumption, without breaking down in-
dividual contributors. Additionally, future steps will involve implementing Bidirectional
LSTMs (BiLSTMs) [5] and utilizing HPC resources to explore deeper architectures, with
the aim of further improving prediction accuracy.
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Abstract: A country's power grid is very complex, and its operation must be 
continuous, with as few interruptions as possible. To maintain uninterrupted 
service, regular inspections of network assets are necessary. Due to the time-
consuming nature of these inspections, drones are used to photograph network 
assets. The volume of photographs taken is substantial, making manual review 
and spatial placement of these images a significant challenge. The aim of the 
research is to enhance the efficiency of monitoring network conditions by 
developing methods for more accurate and faster detection and analysis of 
infrastructure, thereby improving the reliability and safety of the grid. 
 
Key Words: spatial placement, infrastructure detection, photo pre-processing, pre-
trained models, knowledge transfer 
 
 

1 Introduction  
A power grid is a complex network that comprises a multitude of components that are 
subject to regular recording and monitoring. With many power poles and multiple 
recordings from each one, the number of stored photographs increases rapidly. Advances 
in data capture technologies and improvements in sensor accuracy on drones allow the 
company that manages the network to effectively monitor assets on the ground from an 
aerial perspective. However, the large volume of photographs poses a challenge in 
manually reviewing and identifying relevant image features. To address this problem, we 
can turn to artificial intelligence and machine learning technologies, particularly neural 
networks. Developing large-scale neural networks is a complex and costly process that 
requires a wealth of data for effective learning. Training models to label image material 
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is time/consuming and expensive. Off-the-shelf models, such as Single Shot Detector 
(SSD), RetinaNet, YOLO[1], and many others can be found on the market. However, the 
performance of such pre-built machine learning models may vary depending on the 
geographical area and the specific characteristics of objects, such as insulators in use in 
the Republic of Slovenia. For this reason, the knowledge transfer techniques from a pre-
trained model are often used. This is a technique in machine learning where a model that 
has already been trained on one task is reused for another closely related task [2]. This 
process allows for faster and more efficient training, as the model already understands the 
objective of discovery, and this knowledge can be transferred to the new task.  
In what follows, we will evaluate the performance of the pre-trained models developed 
by ESRI for the detection of electrical insulators in photographs of the power grid assets 
in use in Republic of Slovenia. The models are based on publicly available data published 
in the ESRI ArcGIS Living Atlas of the World [3] 
 
The selected ESRI models will then be adapted to the electrical insulator-specificities in 
ELES photographs. The adaptation will be done using a smaller dataset than was needed 
to train the original ESRI model, which is the essence of knowledge transfer. 

2 Basic properties of the models 
Object detection in Ai and machine learning introduce the term bounding box. This is the 
minimal rectangle encompassing the object to detect. The bounding boxes are very 
convenient for training the models and for inference visualization. The prevalence of 
bounding boxes can be partially attributed to common metrics for object detection [4] and 
ease of computation. The down side of this is that the bounding box gives only a coarse 
location of the object and detection can be heavily influenced by background content or 
uninformative foreground areas as seen on the right side of Figure 1. The RepPoints 
approach is different to the bounding box approach. In the RepPoints it learn to adaptively 
position a set of points over an objects spatial extent in a meaner that circumscribes it as 
seen on the left side of Figure 1. [4] 
The RepPoints are learned in a top-down fashion from the input image/object features, 
allowing for end-to-end training and producing fine-grained localization without 
additional supervision [4] 
 
 

 
 

Figure 1: RepPoints operational representation [4] 
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RepPoints learning of representation points position is driven by two loss functions, the 
localization loss and the recognition loss. For localization loss RepPoints converts the 
representation points into pseudo bounding box and compares it with the ground truth 
bounding box. When the training is driven by both loss functions the extreme and 
semantical points of objects are automatically learned [4]. 

2.2 Model selection and structure. 
For this research, two pre-trained models from ESRi Inc. were employed. Both models 
are based on the RepPoints architecture, implemented within the mmdetection 
framework. The mmdetection toolbox is built upon the PyTorch deep learning platform. 
Models in this toolbox are comprised of several key components: had, backbone, neck, 
region of interest (RoI) extractor, and loss. 
  
The Head component is responsible for executing specific tasks, such as feature 
predictions. The Backbone typically consists of a fully connected network designed to 
extract feature maps. The neck acts as a bridge between the backbone and head. The RoI 
extractor identifies and extracts relevant regions of interest from the feature map. 
Finally, the loss component calculates the discrepancy between predicted and ground-
truth values. 
  
The two fundamental pre-trained models utilized by ESRi are characterized by the 
following components: a RepPointsHead head, a ResNeXt backbone, an FPN neck, and 
a SmoothL1Loss function for both head losses.  
 
This model does not implement a feature extractor since the RepPointsHead model 
already extracts features. 

 

 
 

Figure 2: model’s head part [4] 
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Figure 3: model's backbone [5] 
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The model uses the Momentum (0.875) optimizer and a learning rate (LR) of 0.256 for 
the batch size 256; if the size of the batch is smaller the LR gets scaled down [6]. 
 

 
 

Figure 4: model's neck [7] 

The FPN is implemented as described in Feature Pyramid Networks for Object 
Detection [8]  

2.2 IDD Insulator defect detection 
ESRI's Insulator Defect Detection (IDD) model is a pre-trained deep learning model 
designed to identify insulators and categorize defects within high-resolution directed 
images of insulator arrays mounted on transmission towers. A training dataset comprising 
1596 photographs of porcelain insulators and a test set of 88 images were utilized for 
model development. 
  
The IDD model classified objects into four distinct categories: 1) broken, 2) flashover 
damage, 3) string, and 4) no issue. Categories 1, 2, and 4 pertain to specific insulator 
components, while category 3 refers to the entire insulator string. 

2.3 H-Structure detection model  

The model is designed to detect H-structures and their constituent components within 
high-resolution directed images. This model can automate the identification of H-frame 
structures. 

A dataset of 11,483 photographs of H-shaped columns was used for training, with 8,038 
images allocated for training and 3,445 for testing. Objects were categorized into five 
classes: 1) H-structure, 2) pole, 3) crossarm, 4) insulator, and 5) X-brace. Only class 4 
pertains to insulators; the remaining classes refer to the column members.  
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4 Transfer learning  
Transfer learning aims to improve the current task by relating it to other tasks performed 
at different periods but from a related source domain. Transfer learning is most 
applicable when there is limited amount of source data available [2]. 
 
As described in the previous section, both models are trained for different categories of 
energy assets or different types of insulators (ceramic insulators). The Slovenian 
insulators differ from those on which the ESRI models were trained in terms of shape, 
size or material, which may affect the detection accuracy. Adaptation of the models to the 
local environment is crucial to improve their accuracy and reliability. 
 
The aim of the knowledge transfer on these models was to create models that can identify 
from photographs the insulators used in the Slovenian high voltage electricity network.  
In Republic of Slovenia, glass and composite insulators are currently the most used 
insulators in high voltage grid, and the models were trained on porcelain insulators. 
 

5 Data description 
The entity responsible for operating the Slovenian portable power grid provided 240 
photographs of electrical pylons equipped with insulators. These insulators are classified 
into two types: composite and glass. 
  
The open-source labeling tool, Label Studio, was employed to annotate the objects within 
these images [10]. During the labeling process, two distinct categories were utilized to 
differentiate insulators based on their material: glass insulator and composite insulator. 
The object annotations were subsequently exported in the Pascal VOC format, a widely 
adopted standard for object annotation in computer vision model training [11]. 
  
Owing to the disparity in class labels between the exported annotations and the models, 
modifications were necessary. These modifications included the inclusion of additional, 
non-present class labels and the renaming and grouping of existing classes. This 
restructuring ensured that both glass and composite insulators were unified into a single 
"string" class for the IDD model and an "insulator" class for the H model. 

7 Model parameters tuning and metrics 
 
7.1 Model parameter tuning 
The training process required the adjustment of two hyperparameters: network freezing 
and learning rate. 
  
To investigate the impact of these hyperparameters, three distinct training configurations 
were employed: 

• Exclusive unfreezing of the initial portion of the model (the head), utilizing the 
default freeze function. 

• Freezing of the lower 30% of the model layers. 
• Complete unfreezing of the entire model. 

32



 

 

Following the preparation of the model or a portion thereof for training (fine-tuning), the 
optimal learning rate was determined using the methodology outlined by (L. N. Smith 
[9]).    
  
This methodology, known as cyclical learning rate (CLR), involves the specification of 
minimum and maximum learning rate limits, as well as a step size. The step size 
represents the number of iterations (or epochs) utilized for each step. A cycle comprises 
two such steps: one where the learning rate increases linearly from the minimum to the 
maximum, and another where it decreases linearly. Smith [10]investigated various 
methods for varying the learning rate between these thresholds, concluding that they were 
equivalent and recommending the simplest approach: linear variation of the learning rate. 
A similar finding was reported by (L. N. Smith [9]), who suggested discrete jumps. 
 
7.2 Used metrics 
 
The primary metric employed for testing and evaluating the model's performance is 
average precision, which  calculates the precision value at various recall values ranging 
from 0 to 1 [11]. 
 
Precision quantifies the accuracy of the model's predictions, while recall measures the 
model's effectiveness in identifying positive (true) instances. The Intersection over Union 
(IoU) metric calculates the Jaccard index between the ground truth (annotated) bounding 
box and the predicted bounding box. The IoU threshold, representing the minimum 
required overlap between the bounding boxes for metric computation, is typically set to 
0.5, although there is no universally accepted value. 
 
 
The average precision is the area under the precision-recall curve. In the case of object 
detection, the notions of recall and precision are calculated based on the intersection 
over the union as shown in Figure 5 [11].  
 

 
 

Figure 5: Intersect over union [12] 

 
 
There are two additional concepts that have to be considered: the ground truth boxes 
and the detected boxes. Generally, the latter is a subset of the former. Taking all this into 
consideration, true positive values are those for which IoU values are greater than a 
certain threshold. Precision then becomes the ratio of the true positives and all detected 
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boxes. The recall is the ratio of true positives and all ground truth boxes. 
 
 

7 Results 
Initial validation was conducted using the pre-trained ESRI models. Fifteen percent of 
the entire training dataset was randomly selected and used for insulator detection. After 
the detection process, the predictive power of the model was evaluated using the Average 
Precision [11] metric with the IoU threshold 0.2 (the IoU threshold is set the same as in 
the model evaluation). The results for the original models without additional training are 
presented in the table below. 
 

Model  Average Precision 
Score for class 3 
and class 4 

IDD  0.2574 
H  0.3697 

 

Table 1: Insulator detection results using the IOU metric for class 3 (IDD model) and class 4 (H 
model) 

Knowledge Transfer Models 
Using various approaches of knowledge transfer for the two models, IDD and H, different 
strategies for “freezing” and “learning rate” were applied to achieve the results shown in 
Table 1. 

• Freezing: This refers to whether the weights in the model were frozen during 
training. “Freeze” means the weights were completely frozen, “Freeze_to(82) – 
30%” means the weights were frozen up to a certain layer (in this case, up to the 
82nd layer, representing 30% of the model), and “Unfreeze” means all weights 
were unfrozen and could change during training. 

• Learning Rate: This is the speed at which the model learns. The smaller the 
value, the slower the learning process. 

Average Precision Score (APS): This metric evaluates the average precision of the 
model in classification tasks, based on the IoU metric. 
 

Model 
Name 

Freezing Learning 
Rate 

Average Precision Score 
for classes 3 and 4 

IDD freeze 0.000091 1.0 
IDD freeze_to(82) – 

30% 
0.004365 0.818181 

IDD unfreeze 0.0006927 0.909091 
H freeze 0.000575 0.900826 
H freeze_to(82) – 

30% 
0.003020 0.727273 

H unfreeze 0.0006918 0.727273 
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Table 2: Model training parameters and achieved precision 

Validation of the IDD Default Freeze Model 
For the selected IDD default freeze model, cross-validation was performed with fifteen 
iterations. The data was divided as follows: 
15% of the images from the primary dataset were selected and stored as the test set. The 
remaining data was used for training the model. 
The test results for each step of the cross-validation are presented in Table 4. 
 

Model  Average Precision 
Score for class 3 

Variance  

IDD  0.6354 0.0077 

 
Table 3: Overall Accuracy Score for the IDD Model 

The metric of precision and recall were calculated for all fifteen iterations for the model 
IDD. The results of the calculation of these metrics are listed in Table 4. 
 

Model IDD Mean value Variance 
Precision 0.918 0.0007 
Recall 0.661 0.0077 

 

Table 4: Cross validation - precision and recall 

The results of the pre-trained ESRI models were less favorable, as they were trained on 
data that differed in shape, size, and material from those used by the company ELES, 
which affected detection accuracy. With knowledge transfer, the accuracy of these models 
improved. 
From the results of the models based on knowledge transfer, it is evident that the IDD 
default freeze and H default freeze models performed the best. The IDD default freeze 
model achieved an accuracy score of 1.0 for category 3 (string). 
 
The IDD model, with frozen weights and a very low learning rate, achieved perfect 
accuracy. When the weights were partially or fully unfrozen, the accuracy decreased but 
remained high. 
 
For the H model, the results showed that freezing the weights or partially unfreezing them 
did not significantly affect accuracy, while fully unfreezing the weights led to the same 
accuracy as partial unfreezing. 
 
Models with a lower learning rate and ‘Freeze’ setting generally achieved higher 
accuracy, indicating that it might be better to maintain greater stability during training for 
these models, rather than allowing larger weight adjustments during the learning process. 
Perfect accuracy of 1.0 for the IDD model with ‘Freeze’ and a very low learning rate 
might be suspicious, as achieving perfect accuracy is very difficult in practice, especially 
on complex or real-world datasets. This could indicate some issues, such as: 

• Overfitting: The model might be too closely fitted to the training data and may 
not generalize well to new, unseen data. 
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• Data Error: There could be issues with the dataset, such as labelling errors or 
inadequate pre-processing. 

 
The data was checked and no errors were found. Upon reviewing the learning and 
validation metrics, it was found that the loss function curves fit well, and the shape of 
both curves did not indicate overfitting. Therefore, the model was still marked as usable. 

 
 

Figure 6: IDD, Default Freeze 

 
Since it was determined that the IDD model performs better, a cross-validation was 
conducted to evaluate it performance. The results confirmed that the model performs well. 
 

 
 

Figure 7:Predictions of the IDD Default Freeze Model 

The IDD default freeze model achieved slightly lower accuracy in the cross-validation 
compared to the predicted accuracy from model validation. The model’s output are 
multiple bounding boxes of the same class that are within or encompass the ground truth 
bounding box. There for, the same object is detected multiple times. To test this, a 
procedure was developed that searched overlapping bounding boxes and combined them 
in a single bounding box. With this procedure the calculated average precision increased 
greatly.  
 
After selecting the model, cross-validation was performed as described in the section on 
validating the IDD default freeze model. It was found that the model had improved and 
is sufficiently good for detecting insulators. 
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More accurate results would require a larger number of labeled photographs with different 
backgrounds, and the development of a bounding box merging logic to prevent one 
insulator from being detected multiple times. 

8 Conclusion 
This study explored the application of knowledge transfer techniques to adapt pre-trained 
models for insulator and H-structure detection in the Slovenian power grid infrastructure. 
By fine-tuning ESRI models, originally developed for different geographical areas and 
asset types, we demonstrated that the adapted models are capable of accurately detecting 
insulators specific to the Slovenian context, including composite and glass insulators, 
which differ from the porcelain insulators used in the original training data. 
 
The performance evaluation using the Intersection over Union (IoU) metric showed that 
while the initial pre-trained models struggled with the detection accuracy, the application 
of transfer learning significantly improved the results. The best-performing model, IDD 
with a freeze setting and low learning rate, achieved near-perfect detection accuracy, 
suggesting a strong fit for the task. However, this result warrants caution due to the 
potential risk of overfitting, which was mitigated through cross-validation and detailed 
review of the learning metrics. 
 
Despite the promising results, further improvement is necessary to enhance 
generalization. This could be achieved by increasing the dataset size and diversity, 
especially with more varied backgrounds, and by refining the post-processing methods to 
address the issue of redundant bounding boxes. Additionally, future work should focus on 
optimizing the balance between precision and recall, and on fine-tuning hyperparameters 
to improve the robustness of the models when applied to new and unseen data. 
 
In conclusion, the transfer learning approach has proven effective in adapting the ESRI 
models to local conditions, providing a valuable tool for automating the monitoring of 
Slovenia’s high-voltage infrastructure. With additional data and further model 
enhancements, this method can become an integral part of asset management practices 
for power grids, contributing to improved efficiency and reliability. 
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Abstract: The transition to a fully digitized society requires the digitization of all 
segments. In the case of a smart environment, consideration of the magnetic field is 
gaining importance, especially in light of the recent developments in space weather and 
aurora phenomena. We present an initial study on the design of parameters corresponding 
to the layout of a model for monitoring the magnetic field in real time for smart cities, 
using a mobile phone, where the magnetic field includes all influences at a specific 
measurement location. The design of the model parameters is based on a detailed analysis 
of six different magnetic field datasets, collected from distinct environments: a static 
location, walking measurements, and measurements taken while driving a car, with both 
rural and urban settings considered for each scenario. 
 
Key Words: Smart City, Smart Environment, Geomagnetic, Artificial Intelligence (AI), 
Magnetometer, CrowdMag 
 

1 Introduction  
Electromagnetic fields, although invisible, are omnipresent. They are typically static but 
can change due to various elements in the surrounding area or events related to space 
weather. Recently, in May 2024, a significant solar event occurred when Earth was hit by 
a series of powerful Coronal Mass Ejections (CMEs) resulting from a large, magnetically 
complex sunspot cluster on the sun. These CMEs triggered G5-class geomagnetic storm. 
One positive outcome of this storm was the visibility of stunning auroras in regions where 
they are not normally seen, such as Slovenia. However, due to major changes in the 
Earth's magnetic field, the consequences were considerable, especially for technology-
dependent systems, such as the operation of GPS systems [1]. 

Our goal is to devise a magnetic field measurement concept that a smart city user 
can utilize in real time with their mobile phone. Smart cities rely on the use and processing 
of data related to IoT (Internet of Things) devices. These sensor devices vary widely and 
include mobile phones and the applications running on them. They cover various aspects 
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of a smart city, such as smart mobility (e.g., parking management), smart infrastructure 
(e.g., speed measurement), and smart environment (e.g., weather, air quality). This 
enables both the display of device statuses and parameters and, eventually, the 
development of new digital city services based on this data. The segment of magnetic 
field monitoring is still in its infancy and forms a part of the smart environment. As for 
the magnetic field, various sources surround us: Earth has its own a magnetic field, as 
does the Sun, and any wire carrying electricity creates a magnetic field around it. The 
focus of this study is on the cumulative effect of all magnetic fields at a given location 
and time. The magnetic field at any specific location comprises different components and 
directions. In this study, we concentrate on the total magnetic field (T), along with its 
vertical (Z) and horizontal (H) components. We do not expect the magnetic field to have 
a completely fixed value, as it is already established in [1] that the magnetic field can 
change over time. However, we are interested in understanding the nature of these 
changes, their frequency and extent, as well as the underlying principles that apply. 

In summary, our aim is to design a model for real-time magnetic monitoring that 
adapts to changing locations and situations. This work is the first step in this direction. 
First, we present the proposed parameters to enable magnetic field monitoring in smart 
cities; later, these parameters are evaluated on six sets of measurements - including static 
locations, walking, and driving scenarios in both rural and urban settings. 

2 Problem description 

2.1 Smart cities  
By definition, a smart city is a place where traditional networks and services are made 
more efficient using digital and telecommunication technologies for the benefit of its 
residents and businesses, and we are still at the very beginning of smart city development 
[2]. Moreover, according to the UK government, the concept of smart cities is not static 
[3] because there is no absolute definition of a smart city or an endpoint. Instead, it is a 
process or a series of steps that make cities more alive and flexible, enabling them to 
respond more quickly to new challenges. The guidelines for smart cities are moving in 
the direction that problem-solving should be more innovative and intelligent [4], and that 
systems and solutions within them should be made more intelligent [5]. 

2.2 Sensing paradigm  
An important question is how to increase situational awareness [6]. This question also 
involves intelligence, such as for incoming calls within a smart city [7, 8]. In the domain 
of crowdsensing, research has shifted from focusing solely on technology concepts to 
now emphasizing how they improve citizens' quality of life and utility [9]. Mobile 
Crowdsensing (MCS) has garnered considerable attention and emerged as a promising 
sensing paradigm [10], as it enables extensive coverage and contextual awareness, 
thereby providing valuable insights for various applications. 

2.3 Magnetic field 
Electromagnetic fields extend, on the one hand, to the Sun and into space (such as within 
our solar system) and, on the other hand, to the very core of the Earth. Several factors 
affect the magnetic field [11]. The geomagnetic field protects the Earth's atmosphere from 
charged particles in the solar wind [12]. Earth's magnetic field is complex and influenced 
by various factors [13]. These fields also change dynamically.  
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What occurs around Earth, as far as the magnetic field is concerned, also impacts 
what happens on Earth. The most important components are Earth's main magnetic field 
generated in the conducting, fluid outer core; the crustal field, generated in Earth's crust 
and upper mantle; and the combined disturbance field from electrical currents flowing in 
the upper atmosphere and magnetosphere, which induce electrical currents in the sea and 
ground [11]. Earth's main magnetic field dominates, accounting for over 95% of the field 
strength at Earth’s surface. Secular variation is the slow change over time of the main 
magnetic field. 

2.4 Space weather 
The magnetosphere is the region of space surrounding Earth where the dominant 
magnetic field is Earth's own, rather than the magnetic field of interplanetary space. The 
magnetosphere is formed by the interaction of the solar wind with Earth’s magnetic field. 
Conditions inside the magnetosphere are highly dynamic and create what we call “space 
weather” [14], which can affect technological systems and human activities. Important 
parameters for space weather include the Kp and Dst index [12].  

Space weather influences atmospheric electricity [15]. The terrestrial ring current 
[16] is an electric current flowing toroidally around Earth, centred at the equatorial plane 
and at altitudes of 10,000–60,000 km. Changes in this current are responsible for global 
decreases in the Earth's surface magnetic field, known as geomagnetic storms. Intense 
geomagnetic storms can have severe effects on technological systems, such as 
disturbances or even permanent damage to telecommunication and navigation satellites, 
telecommunication cables, and power grids. 
 

 
 

Figure 1: Magnetic Total Field (F) values for the whole Earth as defined by the IGRF 
model [18]. 

2.5 Measuring magnetic field  
Rapid and long-term changes in the magnetic field are monitored by low-orbiting 
satellites and a global network of about 200 magnetic observatories [17]. Field models, 
computed from these measurements, provide the direction and strength of the magnetic 
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field at any desired location. Magnetometers can then be used to compute pointing 
directions, complementing the location information provided by the global positioning 
system (GPS). Figure 1 shows the value of the total magnetic field (F) for the whole Earth 
as defined by the IGRF (International Geomagnetic Reference Field) model [18]. 
According to estimates, the magnetic field on Earth ranges between 25 µT (at the equator) 
to 65 µT (at the poles). 

Satellites measure the magnetic field around the Earth, while magnetometers at 
static locations monitor the field from the ground. Efforts are underway to enable real-
time magnetic field monitoring for moving location [19]. This would allow for the 
development of magnetic models with much higher resolution, reaching a few meters 
rather than the approximately 3,000-kilometer resolution achievable with satellites alone. 
For Slovenia, using a theoretical model (as shown in Figure 1), the magnetic field is 
estimated to range between 40 and 60 µT.  

Since 1848, real geomagnetic measurements have been conducted [20, 21, 22] in 
Slovenia, and more recently, measurements have also been taken by mobile phone [23]. 
Magnetometer data show that certain objects and infrastructure cause additional magnetic 
fields, whether from household devices with short-term, lower-intensity impact (e.g., 
iron, oven, hair dryer) or from surrounding infrastructure with a greater impact (e.g., 
railways, transformer stations, power lines, buildings). This influence can range from 0.1 
to 0.2 µT or more, sometimes reaching up several µT. The vertical (Z) component has 
been shown to vary by a of +/-0.54 µT across Slovenia relative to the mean value [21]. 
According to [24], as of January 2011, the total magnetic field (T) in the western part of 
Slovenia (Ajdovščina) was measured at 47,59 µT. 

2.6 Real-time magnetic field measurements for smart cities 
The ability to measure magnetic fields in real time introduces a new paradigm in 
environmental monitoring. Historically, affordable magnetometers integrated into mobile 
devices were scarce. Even with the inclusion of magnetometers in phones, challenges 
persisted due to the complexity of Earth's magnetic field and the numerous factors that 
influence it [11, 13]. 

As society digitizes, real-time magnetic field measurements become essential, not 
only for tracking environmental conditions (as it is magnetic field) but also for developing 
new smart city services. These services should be intelligent [14, 15] and could support 
diverse applications, such as addressing GPS disruptions [1] or enhancing critical 
infrastructure protection [14]. Unlike traditional static measurements from satellites and 
stationary magnetometers, advancements in mobile technology now allow for short-
range, high-resolution magnetic monitoring. This innovation, paired with smartphone-
based IoT, enables users to capture magnetic data that is both location-specific and 
context-aware, providing dynamic tracking of magnetic field fluctuations. 

Our research goes beyond measuring magnetic field strength to explore how these 
values shift over time and under varying conditions. We aim to understand the dynamics, 
boundaries, and underlying principles of these changes. Although magnetic fields might 
be expected to remain static at a given location, studies indicate that environmental factors 
can cause significant variations, sometimes reaching several microteslas (µT) [20-23]. 

Our objective is to incorporate these influences and assess their impact across 
specific scenarios, establishing a real-time monitoring profile that adapts to different 
locations and situations. This granularity facilitates anomaly detection and enables the 
creation of magnetic field maps, whether through crowd-sourced data (e.g., CrowdMag) 
or personalized mapping, thereby enriching smart city infrastructure. 
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3 Methodology description  

3.1 Tools used  
For magnetic measurements, an iPhone 13 equipped with a built-in magnetometer served 
as the primary tool. The magnetometer data was collected using the CrowdMag app 
(version 2.1.3) [19]. The measurements were then processed on a standard personal 
computer with an Intel i5 processor running Windows 11. Data from the app was saved 
in CSV format, emailed to the author, and later added to a repository [25]. Analysis was 
conducted using Python (version 3.12.4) with libraries such as NumPy, Pandas, 
Matplotlib, Scikit-learn, Plotly, and DateTime. The only limitation noted was the iPhone's 
standard deviation for magnetic measurements, which is 140 nT (0.14 µT) [26]. 

3.2 Measurements  
To address the measurement approach, we aimed to capture data across several potential 
scenarios in a smart city, covering different locations and modes of movement while 
keeping the number of measurements manageable. This strategy provides broad insight 
into the magnetic field dynamics within the area of smart cities. Based on this plan, six 
sets of measurement were taken: two at static locations (S), two while walking (W), and 
two in a car (C), resulting in 28 measurements overall. 

The first static location (S1-SE) was a rural house in the northern part of Slovenia, 
1 m above ground on a flat surface; the second (S2-BK) was in the southern part of the 
country was on a hillside in nature. For walking, one location (W1-LJAP1) was in a 
capital city center, covering areas like bus and railway stations, buildings, underground 
garages, and different floor levels; the other (W2-SE) was rural (near S1-SE), passing 
power lines, a road, and forest. Car measurements included driving from the north (as 
from S1-SE) towards the capital (C1-SE-LJ), covering highways, rivers, power lines, and 
city buildings, while the second route (starting from S1-SE) ran along a rural, 
mountainous road eastward (C2-SE-DRETA), capturing the effects of varied topography. 

No issues occurred during measurements. Sampling every 10 seconds proved 
optimal, and efforts were made to keep the phone consistently positioned throughout. 

3.3 Magnetic components 
CrowdMag provides three continuous geomagnetic field components [27], which were 
used for evaluation: H, Z, and F (representing the horizontal, vertical, and total magnetic 
field, respectively). F is a vector quantity (sum) derived from the H and V components of 
the magnetic field. Additionally, four other parameters are available [27] - D (declination), 
I (inclination), X (X component) and Y (Y component) – but these are only possible in 
the application for point measurement. 

3.4 Analysis conducted 
CrowdMag captures real-time measurements but only provides current values for each 
magnetic field component without any additional data processing. This processing was 
performed in Python, where basic statistical characteristics, including maximum and 
minimum values, average, and 95% intervals, were calculated. The main challenge was 
determining the optimal approach for evaluating these measurements. 
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4 Parameter devise proposal and associated parameter evaluation 
Initially, a set of parameters is proposed to indicate changes in measurements that should 
be considered when monitoring the magnetic field in smart cities.  

4.1 Parameters devise 
The proposed parameters are organized into several segments (Seg), including General 
(G), Core (CO), Core Aggregated (CA), Environmental Context (EC), Space Weather 
Context (SC) and Model Output (M) data, as shown in Table 1.  
 
Table 1: Parameters devise proposal for modeling magnetic fields in smart cities 
Seg Parameters, and their meaning 

G Time, location, altitude, duration: latitude, longitude, time spent in the area 
Route: speed, length, start/end time/location, altitude (start/end, average, 
minimum/maximum) 
Name, repetitions: name, number of repetitions (if multiple measurements) 
Height: altitude from the ground (due garages, undergrounds, height of floors) 

CO T, Z, H: actual values used as base measurements references  
I, D, X, Y: additional magnetic component values 

CA T, Z, H avg: average values over a short period (e.g., 10 to 60 seconds) to provide 
a stable magnetic representation 
T, Z, H min/max: indicate sudden changes in the field, allowing detection of 
anomalous spikes or drops 
T, Z, H 95% range: capture typical magnetic variation by excluding outliers, 
providing a practical "normal range" 

EC Nearby influences (NI) (up to 5 meters): changes due to electronic devices, 
frequency of nearby sources, rocks, or walls  
Farther influences (FI) (more than 5 meters): effects from sources, like 
electric wires, transformers, trains, rivers or buildings 
Locality: contextual information such as city, countryside, settlement 
Weather: atmospheric events affecting EMF, e.g., lightning 
Noise: other influences, including movement or device orientation 

SC Space weather: solar flares, CME, geomagnetic storms (Kp, Dst), substorms 

M Mode: user's mode (static location (S), walking (W), or car (C)) 
Alert: anomaly alert, indicating unpredictable field behavior 
Short-term anomalies (STA): peaks or sudden spikes 
Long-term anomalies (LTA): gradual deviations from the rolling mean 
State: field state, such as normal, anomalous, increased, or decreased 
Magnetic Map: visual map showing the field over time 

 
General parameters (G) cover measurement details such as time, location, altitude, 
duration, route, and height. The foundational parameters for the model, both Core (CO) 
and Core Aggregated (CA), consists of raw measurements (actual values are part of CO) 
and summarized statistics (average, min, max, 95% range values are part of CA) of 
magnetic components data (T, Z, H). The environmental context (EC) ensures that 
readings reflect the actual environment, rather than being skewed by known sources of 
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interference. For example, nearby influences, which may be short-lived, can be detected 
as sudden spikes or anomalies in the data using rolling averages or variance over short 
time intervals. Space weather parameters (SC) integrates solar storms and other magnetic 
disturbances (for explanation of parameters see [12, 14]), which can significantly affect 
readings. 

The output data for the model (M) include the mode of movement (Mode), short or 
long anomalies, and possible alerts. Additionally, the output comprises the state of the 
magnetic field and the event map. The combination of core measurements (CO, CA), 
environmental (EC), and space weather context (SC) inputs can create a comprehensive 
geomagnetic profile for real-time monitoring. 

4.2 Evaluation of the magnetic field 
Using these parameters, six sets of measurements were obtained with an iPhone across 
three different environments: static location, walking, and car driving. These toy 
examples of magnetic field evaluations across diverse environments serve to demonstrate 
and validate the proposed parameter division.  

4.3 Static location evaluation  
The evaluation of static locations is shown in Figure 2 (within a household, labeled as S1-
SE) and Figure 3 (on a slope in the countryside, labeled as S2-BK). Minor field 
fluctuations can be observed in Figure 2. In Figure 3, measurements taken in the 
countryside indicate greater fluctuations in the magnetic field, potentially due to the 
incline and the presence of large rocks in the area. 
 

 
Figure 2: Evaluation of the static location (S1) for magnetic components T, H and V, 

conducted within a household setting. 

4.4 Walking evaluation  
Field evaluations while walking are presented in Figure 4 (urban environment within the 
city including buildings, underground garages and floors, W1-LJAP1) and Figure 5 
(countryside with a settlement, W2-SE). In both cases, larger deviations are observed 
compared to static location measurements. 
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Figure 3: Evaluation of the static location (S2) for magnetic components T, H and V, 

taken in a mountainous countryside environment. 
 

In Figure 4, the field deviations result from factors such as buildings, underground 
garages, and floors, where the fluctuations for each component (T, H, V) follow a similar 
pattern. Conversely, Figure 5 shows more stable measurements in the countryside. 
However, differences are noted between T and H, as they do not follow the same pattern, 
which highlights the necessity of considering all three components (T, H, and V) rather 
than just the total field (T). 

 
Figure 4: Evaluation of the magnetic field while walking (W1) for components T, H and 

V in an urban environment (within the city). 

 
Figure 5: Evaluation of the magnetic field while walking (W2) for components T, H and 

V in a countryside setting with settlement. 
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Figure 6: Evaluation of the magnetic field while driving (C2) for components T, H and 

V in a mountainous area. 

4.5 Car driving evaluation 
The evaluation of magnetic field variations during car driving is shown in Figure 6 
(driving over a mountain pass, C2-SE-DRETA) and Figure 7 (driving towards the capital 
city, C1-SE-LJ). These measurements exhibit the largest deviations compared to static 
locations or walking. 

 

 
Figure 7: Evaluation of car driving (C1) for T, H and V components, covering the route 

from countryside to city. 
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However, the average value for T is significantly lower in these scenarios. Both figures 
also reveal anomalies where values exceed twice the standard deviation. The magnetic 
components (T, H, V) generally follow a similar pattern but with noticeable deviations. 
The influence of the car's structure, braking, and the engine is present in both cases. In 
Figure 6, additional effects from the hilly terrain (rocks, height) are evident. Figure 7 
captures underpasses, tunnels, urban areas, and increased traffic density. 

4.6 A model representation of the evaluated measurements using the 
proposed parameters 

Table 2 presents a model representation of the evaluated measurements based on the 
proposed parameters. In this representation, only the total magnetic field (T) is utilized, 
with Core Aggregated (CA) values expressed in µT. Commas within the cells serve as 
separators between two sets of measurements. 

Table 2: Evaluation of measurements using the proposed parameters  

Seg Param Static Walk Car 

G Duration 30 to 90 minutes 30 to 90 minutes 30 to 90 minutes 

 Name S1-SE, 
S2-BK 

W1-LJAP, 
W2-SE 

C1-SE-LJ, 
C2-SE-DRETA 

 Repetitions 7, 2 5, 4 7, 3 

 Altitude 400 m, 430 m 400 m, 320 m 400/300 m, 
400/1500/600 m 

 Height 0 -10 m/+10 m, 0 0 

CA T avg 48475.1, 47251.4 42070.7, 47700.8 24469.6, 27009.2 

 T min/max 42597.4/75499.6 
26112.3/51641.7 

9087.4/132462.9 
36832.8/66421.0 

1545.6/136474.2 
4463.8/140886.9 

 T 95% 74931.8, 49217.8 53387.4, 50232.5 58582.5, 48203.9 

EC NI wall, TV set buildings car engine 

 FI house, rocks substation, electric 
lines 

mountains 

 Locality house, countryside countryside, city mountains, city, 
countryside 

M Mode S W C 

 Anomaly no or rare occasional moderate 

 STA no occasional moderate 

 LTA rare occasional (W1) moderate 

 Class S1: regular 
S2: minor occasional 

anomalies 

W1: some spikes 
W2: moderate 

deviations 

moderate deviations 
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5 Conclusion  
In this paper, we addressed the challenge of measuring geomagnetic fields, which are 
highly dynamic in nature, making this a timely and relevant research topic. By using a 
mobile phone magnetometer, we enabled real-time monitoring of these fields. The 
primary contribution of this study is the development of essential parameters for 
constructing a real-time magnetic field model, along with a tabular representation of data 
collected via a mobile phone magnetometer.  

Based on our observations, we conclude that the proposed parameters are adequate 
and can be derived from the available measurements. Some parameters are defined 
independently, while others are calculated or based on observational manipulation. 
Automating the determination of these parameters in the future, and creating a database 
for environmental context values, would further clarify the actual field and support the 
development of a robust real-time magnetic field model for smart cities. 

Our findings emphasize the potential of mobile phones in real-time magnetic field 
assessment and mapping, independent of satellite data or static-location 
magnetometers, presenting significant opportunities for future research and 
advancements in this field. 
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Abstract. This paper explores the integration of the Shared Research Ledger (SRL), a
blockchain-based research ledger, with the small-size loan application process to enhance
transparency, efficiency, and trust. By leveraging blockchain technology, this solution
aims to address key challenges in the lending sector, such as loan stacking, data privacy,
and inefficient loan processing. The proposed system employs advanced encryption, zero-
knowledge proofs, and smart contracts to ensure secure, real-time data sharing while
protecting borrower privacy. This study discusses the implementation framework, bene-
fits, challenges, and potential impacts on the financial ecosystem. Industrial research and
development follows the proper research methodologies and applies adequate business
process modeling and pattern-based approaches exploiting Service Oriented Computing.

Keywords. Blockchain, Business Process Modeling, Lending, Transparency, Crowd fi-
nancing, Loan management

1 Introduction

The lending industry is encountering significant challenges in ensuring transparency, ex-
plainability, and trustworthiness, especially in the small-size loan sector. These challenges
are further amplified by the use of AI or machine learning tools.

Loan stacking, where borrowers take multiple loans from different lenders simulta-
neously, poses a substantial risk to financial institutions, increasing default rates and op-
erational costs. Moreover, traditional lending processes are often slow and bureaucratic,
further exacerbating the issue [15].

Blockchain technology offers a promising solution to these problems by providing an
immutable, transparent ledger for all loan-related activities. The blockchain can live up
to the expectations through exploiting the model checking and semi-formal modeling of
smart contracts, and auditing the distributed application [18, 8]. The Shared Research
Ledger (SRL) system, initially developed for early publication registration in research
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Figure 1: Overview of the Architecture

[35], can be adapted to enhance the small-size loan application process. This paper exam-
ines the potential of an SRL-based solution to improve loan processing and provide the
opportunity for explainability and interpretability.

2 Background and Motivation

Current Challenges in Small-Size Lending. Small businesses and individuals often face
significant barriers in accessing credit due to stringent requirements and lengthy approval
processes. The prevalence of loan stacking, where borrowers take advantage of the slow
data-sharing processes among lenders, further complicates the lending landscape [20].
This practice not only increases the risk of default but also undermines the trust between
lenders and borrowers.

3 Related works

The literature review articles by Casino et al. and Gorkhali et al. summarize important
findings on the increasing adoption of blockchain technology in the financial industry, in-
fluenced by the emergence of Bitcoin. They highlight the continued progress in creating
regulations and structures to improve efficiency and productivity, and provide guidance
for further studies in this area.[6, 12]. Viriyasitavat et al.’s study delves into the application
of Blockchain technology (BCT) to optimize Business Process Management (BPM) in the
context of Industry 4.0, concentrating on digitalization and automating processes while
ensuring trust and overseeing digital assets. Their work presents an automated BPM struc-
ture utilizing BCT (Blockchain Technology) to check business reliability, assess Quality
of Services, and facilitate service selection and integration in open business settings to
enhance effectiveness and dependability. [30]. Kherbouche et al.’s research investigates
how blockchain technology can improve business process modeling and validation in the
financial industry, with a specific focus on insurance claims. This approach has been vali-
dated using Petri nets and relational logic, leveraging the Alloy framework. Additionally,
to improve workflow coherence, they utilized the services of the YAWL workflow model-
ing framework. The Alloy model checking tool was employed in conjunction to verify and
validate the correctness of business processes. The paper discusses existing methodolo-
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gies and suggests future research directions for utilizing blockchain in financial business
process modeling [19]. Molnár et al.’s study investigates the potential of blockchain tech-
nology to enhance business process optimization in competitive markets by enhancing
efficiency, effectiveness, and secure data exchange. With a specific focus on the bank-
ing and insurance industries, the paper seeks to offer tailored management models based
on blockchain, evaluate the challenges and prospects of implementation, and explore the
utilization of the loan process as a web service to support organizations in innovating
and adjusting their operations.[22]. Bransia et al. thoroughly examine the functionalities,
adoption barriers, and computational processes of two potential blockchain technology
environments for financial applications: the Flow and Cardano blockchains. They delve
into aspects such as regulatory compliance, security, and scalability, while also explor-
ing data analytics, security enhancement, and readiness for quantum computing through
computational methods. The findings highlight the unique strengths and areas of po-
tential application of both platforms in various areas of finance. Understanding how to
address these challenges through the examples of Flow and Cardano is critical for stake-
holders in the rapidly evolving blockchain landscape. The paper provides insights that
decision-makers, academics, and developers can use to gain a deeper understanding of
the application of blockchain in the field of microfinance and insurance [5].

4 Methodology

The study in question centered around a software experiment designed to create a new
service for a bank in the FinTech space. The main research question examined the effec-
tiveness of blockchain technology in supporting highly regulated businesses in the finan-
cial sector. There were concerns about whether the system could deliver on the promises
of blockchain, including maintaining trust, traceability, and reliable data management,
as well as compliance with existing business regulations. Following the design science
research methodology, a design activity was carried out, leading to the meticulous devel-
opment of the system and software architecture. This design employed a pattern-based
strategy that integrated particular blockchain patterns. Additionally, workflow patterns
were utilized to outline the business processes in detail [14, 32]. The approach involved
leveraging a design pattern-based framework, which included blockchain patterns [33],
along with workflow patterns to thoroughly define the business processes [26]. A proto-
type demonstration was then assessed by potential users, in alignment with the software
case study methodology [24].

5 SRL-Based Solution Framework

5.1 Blockchain as a Solution

Blockchain technology, with its decentralized and immutable nature, offers a robust so-
lution to these challenges. By recording all loan transactions on a blockchain, financial
institutions can ensure that all activities are transparent and verifiable. Smart contracts
can automate various aspects of the loan process, reducing the need for intermediaries
and speeding up approval and disbursement times [13].
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5.2 Research issues for an Implementation Strategy

Blockchain technology can establish an immutable record of all loan-related activities,
including document generation, data collection, and decision-making records. This fa-
cilitates automated processing of input and output data. Smart contracts can streamline
the loan application, verification, and approval processes, ensuring all requirements are
satisfied before the loan is issued. Each blockchain transaction can represent the steps of
these procedures.

We can register the start of loan applications on the SRL system, making the entire
process transparent from the beginning (refer to Fig. 1 for an overview of the architec-
ture). This early registration database, the SRL should be accessible by interested parties,
banks, credit agencies, crowd-funding, crowd-financing providers, and other financial in-
stitutions in private cloud computing and permissioned blockchain environments. A per-
missioned blockchain was developed where only authorized entities, such as financial
institutions and regulators, can access the data. This ensures data privacy while main-
taining transparency and accountability. This helps prevent borrowers from applying for
multiple loans at the same time by providing real-time updates visible to all participating
lenders.

When a borrower applies for a loan or financial resources, the application is promptly
registered on the SRL system. This initial registration includes important details such as
the borrower’s identity (encrypted), loan amount, and application timestamp.

As the application for a loan or financial resources goes through verification and ap-
proval stages, the SRL system updates the blockchain distributed ledger in almost real-
time. This ensures that all participating lenders have access to the most recent information
about the borrower’s loan applications.

The SRL system provides a clear and real-time record of loan applications, which
helps to prevent borrowers from applying for multiple loans at the same time without
being noticed. Lenders can check if a borrower has already applied for a loan elsewhere,
which reduces the risk of taking on too much debt.

The developed solutions exploit the advanced cryptography customized for the SRL.
For this reason, the system employs advanced encryption techniques to protect sensitive
borrower information. Use zero-knowledge proofs to verify data without revealing the
underlying information, ensuring compliance with GDPR, CPA, and other data protection
regulations [29, 23, 10] .

6 Case Study and Evaluation

6.1 Case Study: Small Business Lending

A pilot implementation of the SRL-based solution was conducted with several small busi-
nesses applying for loans through participating financial institutions. The system success-
fully registered loan applications on the blockchain, verified borrower information using
zero-knowledge proofs, and automated the approval and disbursement processes using
smart contracts [29].

The challenges faced by small businesses in accessing credit, such as lengthy ap-
proval processes and lack of transparency, are well-documented [17]. The SRL-based
solution addresses these challenges by providing a transparent, immutable record of all
loan-related activities, significantly reducing processing times and enhancing trust among
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Figure 2: Loan Request Activity Diagram

stakeholders (see Fig. 2). Furthermore, in accordance with the obligation to provide ba-
sic information, the system can support the generation of explanations of the reasons for
refusals.

6.2 Discussion

The industrial research and development had two facets: business/finance and IT. For
this reason, we planned a Business Case Study and a Software Case Study [24]. We
investigated the feasibility of the proposed system by the method of research through
design. Besides the issues raised by the industrial partner, the business research in the
international state-of-the-art small business lending was taken into account [17, 16] The
pilot implementation demonstrated several key benefits:

- Reduced Processing Times: Loan processing times were significantly reduced,
with most applications approved and disbursed within 24 hours.

- Enhanced Transparency: All loan transactions were recorded on the blockchain,
providing a clear and verifiable audit trail.

- Improved Trust: Borrowers and lenders reported increased trust in the system due
to its transparency and security features.

7 Recommended Blockchain Architecture for SRL
To implement the Shared Research Ledger (SRL) solution effectively, a blockchain archi-
tecture that balances transparency, security, and efficiency is crucial. The key blockchain
architecture that we have considered in technical implementation was Hyperledger Fab-
ric [3]. We investigated alternative blockchain technologies, namely Ethereum, Car-
dano/Marlowe, besides Hyperledger Fabric [21, 7].

Hyperledger Fabric can provide the services as follows: (a) Allows customization of
components like membership services and consensus algorithms in a modular architec-
ture, (b) makes the automation of loan applications possible through Smart Contracts, and
then the verification, approval, and repayment processes, and (c) offers secure channels
for confidential exchanges among designated parties, guaranteeing that sensitive informa-
tion is shared exclusively with authorized individuals
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We carried out a software experiment to build up the customized version of SRL on
the basis of Hyperledger Fabric technology. Our research and development team (i) set
up the network with the required nodes and established membership services to oversee
the participants, (ii) created and implemented smart contracts (chain code) for automated
management of loan application workflow, from registration to approval, as well as verify-
ing user details and tracking loan repayment history, (iii) integrated with existing banking
systems for seamless data flow and real-time updates on the blockchain in a test environ-
ment, and (iv) conducted thorough tests to guarantee the solution’s security, performance,
and compliance prior to its production deployment

7.1 Design Patterns in Blockchain Solutions for SRL

Several design patterns in blockchain solutions can be effectively applied to the SRL
(Shared Research Ledger) solution. These patterns help address common challenges and
optimize the functionality and performance of blockchain systems [34].

Small-size lending is a complex business process internally in a financial institution
so the complicated interactions can be mapped rigorously by exploiting the workflow and
business process patterns [1, 2]. The blocks in a blockchain can contain only a limited
size of information therefore there is a need to store data off-chain. The data interchange
between the blockchain and other processes and storage areas can be realized through
Service Oriented Computing, Web Service, and APIs (Application Programming Inter-
faces) [9]. The activities of business processes contain the links to Web services or APIs
that are modeled by Business Process Modeling Notation[31].

7.2 The proposed experimental architecture

Our research and development team used the design patterns in a disciplined way. (1) crit-
ical loan application data is stored On-Chain, i.e. transaction history, and verification sta-
tuses on the blockchain to ensure transparency and immutability., (2) large files, detailed
documents, and sensitive personal information in a secure Off-Chain storage solution are
kept and linked to the blockchain via cryptographic hashes, (3) Multi-Signature (Multisig)
Transactions were employed for loan approval processes, where a loan must be approved
by multiple parties (e.g., lender, borrower, and possibly a regulatory body) before funds
are disbursed, (4) Smart contracts are used to automate the verification, approval, and
repayment processes for loans. Conditions such as credit checks and repayment sched-
ules can be coded into the smart contracts, (5) Oracle pattern is a service that provides
external data to smart contracts, enabling them to interact with real-world data outside the
blockchain. Oracle patterns were integrated to fetch external data such as credit scores,
KYC (Know Your Customer) information, and regulatory compliance checks. This en-
sures that the blockchain has access to up-to-date and accurate information for decision–
making, and (6) Interoperability pattern allows different blockchain networks to com-
municate and share data with each other. This pattern is essential for integrating with
existing systems and other blockchain networks. The interoperability pattern ensures that
the SRL solution can interoperate with other financial systems and blockchains. This can
be achieved using cross-chain communication protocols, allowing seamless integration
and data sharing.
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8 Summary

The integration of blockchain technology through the Shared Research Ledger (SRL)
system offers a transformative approach to the small-size loan industry and can extend its
benefits to the crowdfunding domain. By leveraging the transparency, immutability, and
efficiency of blockchain, the SRL-based solution addresses key challenges such as loan
stacking, data privacy, and slow verification processes that plague traditional lending and
crowdfunding models [4].

8.1 Compliance by design

The implementation strategy involving automated processes through smart contracts, real-
time updates on the SRL, and advanced encryption techniques ensures that both lenders
and borrowers benefit from a secure and efficient system. The pilot case study demon-
strated significant improvements in processing times, transparency, and trust among stake-
holders, indicating the potential for widespread adoption.

In the context of crowdfunding, the SRL-based solution can enhance transparency and
trust by providing an immutable record of all transactions and project updates. This trans-
parency can prevent fraudulent activities and reassure backers about the legitimacy and
progress of projects. Additionally, smart contracts can automate the distribution of funds
based on predefined milestones, ensuring that funds are used as intended and reducing
operational costs [11, 27].

Furthermore, by adhering to data protection regulations such as GDPR and CPA, the
SRL system not only enhances operational efficiency but also safeguards participant pri-
vacy, a crucial aspect in today’s regulatory environment. The use of zero-knowledge
proofs and permissioned blockchain ensures compliance without compromising the in-
tegrity of the data.

8.2 Scientific contribution

The goal of the project was to conduct a software experiment through industrial research
and development. The primary research question focused on whether current technologies
could facilitate the creation of an IT system to support complex business processes. The
development and implementation phases helped to clarify the feasibility of the proposed
solution. Using business process management and modeling, we established a business
and IT architecture. We applied Service Oriented Computing to align the requirements of
the business processes with the services offered by the underlying blockchain technology
[28]. Our approach was based on business process modeling, using the Business Process
Modeling Notation for process representation [31]. This choice was made because the
representation allows for model checking [18]. We integrated workflow and blockchain
patterns into a service-oriented, API-based framework [1, 33, 9]. A tailored approach to
the distributed ledger was developed in the project, which was named the Shared Research
Ledger (SRL). The development result was presented to the representatives of the funding
agency and the industrial partner. The prototype system was assessed according to the
Software Case Study Methodology [24]. A LIKERT questionnaire was created to survey
the impression of end-users and experts of IT architectures [25].
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8.3 Limitations of the Research

During our research and development, we found that there was a lack of comprehensive
auditing and validation methods for decentralized applications. This is a limitation of our
study and indicates areas for future work in cybersecurity, reliability, and trustworthiness
of the solution (EEA2023a).

Our research goal was to create a "proof-of-concept" for the proposed system. While
experts in the banking industry and emerging crowd-funding companies have accepted the
ideas and technological solutions, full implementation will require significant effort and
business process improvement in the system’s administration. Additionally, the system
should incorporate an optimization and match-making process to connect requestor and
investors, minimizing operational risk and yielding reasonable results by applying recent
Data Science technologies (TanZhengZhuEtAl2017a).

9 Conclusion

The industrial research and development project demonstrated the feasibility and viability
of the proposed Enterprise and IT architecture.

In conclusion, the SRL-based solution represents a significant advancement in both
the lending and crowdfunding industries, offering a robust framework for managing small-
size loans and crowdfunding campaigns. Future research and development should focus
on scaling this solution, auditing, validating, and integrating it with existing financial sys-
tems. Furthermore, the opportunities should be explored for their applicability to other
areas of finance, e.g in insurance.
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Abstract: Big data transformed macroeconomic analysis and economic forecasting by 
providing real-time information and better economic insight. The aim of the paper is to 
emphasize the benefits of big data in increasing the accuracy of forecasts, making better 
financial decisions and monitoring of economic indicators. Also, the paper outlines 
challenges that arise in using big data, including data privacy and security, data quality, 
technical infrastructure and professional skills needed to analyze big data. Overcoming 
these challenges will ensure big data to become increasingly important tool for 
policymakers and economists to achieve sustainable economic growth and stability. The 
study emphasizes the need for cooperation between data scientists, policymakers, and 
other stakeholders to maximize the potential of big data and minimize risks. 
 
Key Words: Big Data, Macroeconomic Analysis, Economic Forecasting, Policy Making 
 

1 Introduction  
Big data refers to large amounts of data, both structured and unstructured. Integrating big 
data with official statistics and economic analysis has numerous opportunities and 
challenges for statisticians and users of statistical information. These large datasets can 
be very useful in generating new indicators and enabling faster predictions based on 
official statistical data. With the rapid growth of information, further expedited by the 
Internet, we entered the era of big data. Big data has great influence both on 
microeconomic and macroeconomic analyses. At the micro level, big data is very useful 
for industry research and business applications. At the macro level, international 
institutions, organizations and governments use big data in economic forecasts, policy 
analysis and future policy decision-making. The aim of this paper is to emphasize 
potential advantages and challenges of big data in economic forecasting and 
macroeconomic analysis.  

 

2 Big Data: Benefits and Challenges  
Big data represents a very important step in data collection and analysis, where innovative 
real-time analysis can give major benefits for economic and financial analysis. Although 
big data has a lot of benefits, the opportunities for using it differ significantly across 
countries, bearing in mind that different countries are on different level of technological 
development. Unlike traditional statistical information, which is collected with specific 
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purposes, big data is generated as a by-product of business and administrative systems, 
social media, and the internet of things [1]. Often, the 3Vs are related to big data: high 
volume, high velocity, and high variety. More recently, other characteristics, such as 
veracity and volatility, have been added. 
Big data got attention from both private and the public sectors. In the private sector, big 
data is used to gain a competitive advantage by collecting data for marketing insights and 
customized interactions with customers as well as dynamic content management. In the 
public sector, big data is applied to improve operational efficiency. Central banks are 
investigating the application of big data in predicting macroeconomic indicators and 
facilitating financial analyses [1]. The main benefit of big data is the potential to deliver 
faster and more precise economic insights, especially in areas such as financial markets 
and pricing information. One of the significant advantages of big data is that it can track 
core economic indicators in almost real-time, enabling forecasting, which makes 
economic monitoring more effective. By providing real-time information, big data can 
help policymakers assess the economic situation of individual economies and the global 
economy, so it can contribute to avoiding financial crises [2].   
Despite its benefits, big data presents numerous challenges. Among the primary concerns 
are the assurance of data integrity and the consistent availability of data sources. 
Furthermore, a critical challenge lies in the governance of privacy, confidentiality, and 
cybersecurity threats. Given that big data often consists of sensitive information, it is very 
important to protect this data from unauthorized access and cyberattacks [3] [4]. 
Furthermore, other costs related to big data, such as those associated with purchasing and 
processing, can also be quite significant, including software licenses and all equipment 
used in the process. Converting big datasets into valuable inputs for official statistics 
requires multidisciplinary teams with an appropriate level of technical capabilities (i.e., 
information technology, statistics instrumentation, analysis, and domain experience), so 
it is crucial to emphasize the important of cooperation between statistical agencies and 
diverse professionals from this field [1]. 
 

3 Big Data in Economic Forecasting and Macroeconomic Analysis 
Big data applications in macroeconomic forecasting provide a lot of benefits but, at the 
same time, significant challenges. Big data is particularly useful in tackling the issue of 
time delays experienced in administrative statistical data, hence enabling quicker 
predictions and analysis in a wide range of areas such as national accounts, external 
sectors and finance statistics [1]. The development of big data technologies has 
significantly impacted economic forecasting and macroeconomic analysis [5]. 
Traditionally, economic forecasting mainly relied on econometric models that used 
historical data and economic theories to predict important economic variables such as 
GDP growth, inflation, and employment [6]. Big data has changed the face of economic 
forecasting by providing better and accurate details, apart from enabling the real-time 
monitoring of economic conditions [7] [8]. Through the utilization of diverse data 
sources, big data facilitates a more holistic understanding of economic activities, thereby 
acquiring information that was formerly unattainable [9]. 
With the use of big data, decision-making has become quite dynamic, so we can have 
immediate access to relevant data for informed and expedient decision-making processes 
[10]. This greatly impacts how economic activity is organized today, since large discrete 
data sets and asymmetrical information present problems for traditional market structures. 
The shift towards data-driven policymaking serves to better target and make efficient 
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resource allocation, minimizing waste while attaining maximum impact [11]. Continuous 
monitoring and valuation of the policy output allow adjustments at the right time to 
relevant and effective policies. Big data offers significant benefits for economic 
forecasting and macroeconomic analysis by enhancing accuracy, timeliness, 
comprehensiveness, and predictive capabilities. However, challenges related to data 
privacy, quality, ethics, and technical infrastructure must be addressed to fully realize its 
potential [12]. By addressing these challenges, big data can enhance economic stability 
and growth, making it an indispensable tool for future economic analysis and policy 
making [13]. The benefit of big data is set to significantly enhance economic forecasting 
and the formulation of policies, facilitating ongoing advancements in economic strategies 
and decision-making methodologies. However, to get its maximum potential, 
considerable investments in data governance, technological infrastructure, and skill 
enhancement are essential [14]. 
It is important to point out the existence of data management frameworks that have been 
developed to protect personal data and resolve privacy problems. The GDPR (General 
data protection regulation) in the European Union sets the gold standard because strict 
guidelines are followed in data collection and processing ensures. Besides such 
frameworks, blockchain and other decentralized data architectures have appeared as 
solutions which may respond to the improvement of data privacy [12]. The complexity of 
big data points out the importance of integrating deep learning methods into enhancing 
data analysis. Techniques such as RNN (recurrent neural networks) and CNN 
(convolutional neural networks) provide advanced capabilities to process huge sets of 
data and improve accuracy in macroeconomic forecasting [6]. Big data analytics heavily 
relies on the success analytics professionals, so one of the biggest challenges is lack of 
professionals who have knowledge and skills in this field. Capacity building programs 
can help to bridge the gap, particularly in regions with limited technological progress. It 
is very important to mention the collaborative initiatives between academic institutions 
and the private sector in skills development to enhance the adoption of big data 
technologies in macroeconomic analysis.  
Significant gaps between countries' relative abilities to exploit big data, especially 
between advanced economies and developing countries, remain an issue. Developing 
countries lack technical infrastructures and human skills. In the way of bridging that gap, 
technology-sharing agreements and investment in the development of necessary 
infrastructure have been suggested by several international organizations. Such efforts 
combined with local capacity building programs will ensure the improvement of big data 
usage in global macroeconomic policy. For Example, G20's Global Partnership for 
Financial Inclusion (GPFI) encourages cross-country sharing of technologies related to 
financial data systems and inclusive finance tools. Similarly, IMF's Capacity 
Development initiatives as an example of multilateral agreements, have goals to enhance 
the analytical capacities of developing country central banks using economic forecasting 
models and big data technologies. With such agreements for cooperation, the advanced 
economies can share big data infrastructure and best practices in data management and 
forecasting with the less technologically developed nations to help them enhance 
macroeconomic planning [15]. 
A good example of practical use of big data in macroeconomic forecasting is the Now-
casting model, which is in use at the European Central Bank. Now-casting refers to the 
forecasting the present, very near future and very recent past of key economic indicators. 
The European Central Bank has already been able to exploit big data sources-such as real-
time Internet searches and financial market data-and integrate them into its current 
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forecasting models. ECB has integrated data in real time from various sources and 
succeeded in coming out with more accurate and timely forecasts of GDP, inflation, and 
unemployment. Big data proved very useful in forecasting during the 2008 financial crisis 
when traditional econometric models were late in detecting this sudden fall in economic 
activities, thus helping policymakers make decisions in changing economic conditions. 
Big data can, hence, support macroeconomic stability through timely insight provision to 
policymakers for better decisions [2].  
 

Table 1.: Using Big Data for Economic Forecasting and Macroeconomic Analysis: Main 
Benefits, Challenges and Proposed Solutions  
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4 Conclusion  
Big data in use for economic forecasting and macroeconomic analysis represents a big 
change that has important implications for improving the accuracy, timeliness, and 
efficacies of economic analyses and forecast. Policymakers and economists can achieve 
better accuracy in their forecasts from high-resolution data, respond dynamically to newly 
emerging trends in the economy, and gain sound insight into sectoral and regional 
conditions. The transformative power of big data is associated with significant challenges 
that must be addressed to realize all its benefits. Data privacy and security must be 
ensured to prevent personal information from being misused and to prevent unauthorized 
access to data. A high degree of data quality and reliability must be maintained to avoid 
mistakes that may undermine economic forecasts and policy measures. The technical 
complexities and the skill gaps in harnessing the full power of big data are another 
challenge. Such challenges can only be overcome through combined effort by data 
scientists, policymakers, lawyers, and other stakeholders in developing robust measures 
of data privacy, ensuring accuracy and timeliness of data, handling ethical concerns, 
making the necessary investments in technical infrastructure, and building skills. Such 
proactive attention to problems should allow policymakers to unlock the full potential of 
big data for sustainable economic growth, policy effectiveness, and overall economic 
stability.  
Future research can be directed towards the analysis of data integration methods, 
especially in developing countries with underdeveloped infrastructure. In addition, the 
focus should be on ethical issues and privacy concerns, to ensure that big data can be used 
responsibly in making important macroeconomic decisions. It is difficult to envision 
economic forecasting without machine learning and artificial, so it will be important to 
continue understanding how these technologies evolve to further enhance the accuracy of 
data-driven modeling. The continuous investment in new technologies and data 
management is a determining factor, as policymakers and economists harness the full 
power of big data in the interests of fostering sustainable economic growth and stability. 
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Abstract. This paper explores the integration of Business Process Management (BPM)
with blockchain technology in pension systems, focusing on how these combined tech-
nologies can enhance transparency, efficiency, and regulatory compliance. By automat-
ing pension-related processes through BPM and leveraging blockchain’s decentralized,
secure ledger, pension systems can significantly reduce administrative overhead, improve
data integrity, and offer stakeholders greater transparency and trust. The paper discusses
technical challenges such as interoperability between legacy systems and blockchain plat-
forms, as well as the complexities of ensuring regulatory compliance with data protection
laws like GDPR. Additionally, it highlights the importance of addressing operational
challenges, such as managing stakeholder engagement and change management dur-
ing implementation. Through a case study of the Hungarian pension system, this paper
demonstrates how BPM and blockchain integration can transform pension operations,
streamline workflows, and meet the growing regulatory demands. While the implemen-
tation of these technologies presents certain challenges, the potential benefits make the
integration of BPM with blockchain a valuable endeavor for pension systems aiming to
improve both operational efficiency and stakeholder trust.

Keywords. Blockchain, Business Process Modeling, Public Administration, Pension
Benefit

1 Introduction

Pension systems globally play a critical role in ensuring financial security for individuals
during their retirement years. However, these systems are often burdened with inefficien-
cies, delays, and challenges related to transparency, data integrity, and compliance with
regulatory frameworks like the GDPR [29, 30]. In Hungary, as in many other countries,
the complexity of managing pension data across decentralized systems, while ensuring
the accuracy of contributions and benefit calculations, remains a significant challenge [4].
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Blockchain technology, with its decentralized and immutable ledger, offers a solu-
tion to many of these issues. By integrating Blockchain with Business Process Manage-
ment (BPM), we propose a novel approach to optimizing pension management work-
flows, ensuring both efficiency and regulatory compliance [24]. The combination of these
technologies facilitates automation in key processes such as data management, benefit
disbursement, and real-time auditing, significantly reducing administrative overhead and
improving stakeholder trust.

This paper presents a case study focusing on the Hungarian pension system, high-
lighting the integration of Blockchain with BPM to address common inefficiencies. We
explore how this synergy can streamline pension management through the use of smart
contracts, secure data storage, and automated processes. Key challenges such as scalabil-
ity, regulatory compliance, and system integration are also examined, offering practical
insights into the implementation of this solution in a real-world setting [24]. The in-
vestigation was realized by research through design. A prototype system was created to
demonstrate the feasibility and viability of the proposed solution in a case study, namely
in the case of the Hungarian Pension System [19, 33]

2 Related Works

Huang et al. in Ref [21] discuss the use of blockchain technology in a time banking
system for mutual assistance in home care. They outline the requirements for a secure
digital signature, the design and implementation of a blockchain-based time chain model,
and the experimental analysis of transaction throughput. The paper proposes a solution
to the current problems in time banking by integrating blockchain technology to ensure
security, transparency, and efficiency in the system.

Sarker and Datta in Ref [27] explore the implementation of a blockchain-based dig-
itized pension system, outlining the project’s flow and the potential benefits it could
bring to the pension industry. The authors present a proposed architecture for the sys-
tem and discuss challenges related to validating benefits and outcomes due to the limited
literature and real-world applications in the pension sector. They also refer to existing
blockchain adoption in other industries to support their arguments. The text emphasizes
how a blockchain-based pension network can improve the industry and connect all par-
ticipants on a single digital platform.

Hu et al. in Ref [20] investigate the design and implementation of a smart contract
solution based on blockchain access control for managing access control policies within
a system architecture. They outline key elements of the smart contract operation process,
such as administrators, users, and decision points, and describe their interactions. The
smart contract structure includes the Policy Enforcement Point (PEP), Policy Decision
Point (PDP), and Policy Administration Point (PAP). The performance testing of the smart
contract solution shows its efficiency in processing multiple requests concurrently. This
work highlights the importance of smart contracts in implementing access control policies
and ensuring secure and reliable access capabilities.

Gong and Zang in Ref [17] explore the application of blockchain technology in for-
profit pension institutions. They introduce a two-market model to demonstrate the sig-
nificance of blockchain in upgrading the service modes of these institutions. The text
explores existing service mode upgrade schemes and their defects, proposing new ap-
proaches to address the challenges faced by for-profit pension institutions. The paper
emphasizes the role of blockchain in improving credibility, service quality, and customer
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experience within for-profit pension institutions, stressing the need for service upgrades
to meet changing market dynamics and consumer preferences.

Cheng et al. in Ref [3] describe the development of a system called VOLTimebank,
which utilizes blockchain technology to manage volunteer service records and facilitate
mutual pension services. The system aims to address the challenges faced by traditional
time banks, such as the lack of permanent data storage and data-sharing issues. VOLTime-
bank allows volunteers to earn VOLMedals for their service, which can be used to pay
for services from other volunteers. The system also incorporates mechanisms for user
participation and governance, such as an electoral process for auditors, and a flowchart to
illustrate its operation.

Overall, the reviewed literature shows the wide range of blockchain applications in
both the pension sector and related industries. The integration of blockchain into pen-
sion systems highlights the potential benefits of transparency, security, and process op-
timization, though challenges such as validation and real-world implementation remain
key topics for further exploration.

3 The Role of BPM in Blockchain Technology
Business Process Management (BPM) plays a vital role in enhancing the operational ca-
pabilities of blockchain within pension systems, leading to improved efficiency and effec-
tiveness. BPM tools allow for the modeling, execution, monitoring, and optimization of
business processes, ensuring seamless operations within a blockchain-based framework.
When integrated with BPM, smart contracts can automate business rules, minimizing
errors and boosting operational efficiency [24]. Additionally, BPM ensures regulatory
compliance by generating audit trails and compliance reports, which are critical in the
management of pension systems [29].

While blockchain technology offers significant advantages, such as transparency, se-
curity, and decentralization, the addition of BPM introduces essential layers of process
optimization and management, which are particularly valuable for the intricate workflows
found in pension systems.

The interaction between BPM and blockchain technology is depicted in the following
diagram Fig. 1.

Figure 1: Integration of BPM with Blockchain Technology

This diagram provides an overview of the process, beginning with the input of the
retiree’s personal and employment information, followed by the retrieval of contribution
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records from the blockchain and salary history from a secure database. Pension plan rules
are then applied, pension benefits are calculated, the BPM engine verifies the calculations,
the final result is recorded on the blockchain, and finally, the retiree is notified of the
calculated benefits.

4 Pension Calculation Workflow

Pension systems rely on complex calculations to determine the appropriate benefits for
retirees, taking into account factors such as years of service, salary history, contribution
amounts, and specific pension plan rules. Without efficient management, these intricate
calculations can lead to errors, inefficiencies, and increased administrative costs.

The integration of BPM with blockchain technology can greatly enhance the effi-
ciency and accuracy of pension calculations. BPM tools automate the entire process,
ensuring that all applicable rules and conditions are followed consistently throughout the
calculation workflow (see Fig. 2).

By automating these processes, the risk of human error is minimized, and calculations
can be completed both quickly and accurately. Blockchain technology further strength-
ens the system by offering a secure and immutable ledger where all transaction records
are stored, creating a tamper-proof and transparent history of all pension-related activi-
ties. This ensures that all stakeholders can verify the accuracy and trustworthiness of the
system [4].

Figure 2: Pension Calculation Workflow

Moreover, the integration of BPM and blockchain not only improves the efficiency of
pension calculations but also increases stakeholder confidence. Pensioners, administra-
tors, and regulators alike can access the blockchain to confirm that calculations have been
carried out accurately and that all transactions are legitimate. This enhanced transparency
helps to reduce disputes and fosters greater trust in the pension system.

5 Data Access Management with PII

In pension systems, the management of data access and the protection of Personally Iden-
tifiable Information (PII) are critical concerns. PII includes any data that can identify an
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individual, such as names, addresses, Social Security numbers, and financial details. Han-
dling this sensitive information is subject to strict regulatory standards, including the Gen-
eral Data Protection Regulation (GDPR) in the European Union, the California Consumer
Privacy Act (CCPA) in the United States, and numerous other global data protection laws
[30, 25].

A primary challenge in managing PII within pension systems is ensuring that sensi-
tive data is only accessed by authorized individuals for legitimate purposes. Traditional
centralized systems can be susceptible to unauthorized access, data breaches, and misuse.
The involvement of multiple intermediaries in processing PII for administrative tasks ex-
acerbates these risks, and compliance with stringent regulatory requirements further com-
plicates data management.

Blockchain technology introduces several features that significantly enhance the se-
curity and management of PII in pension systems. By distributing data across a decen-
tralized network, blockchain mitigates the risk of centralized points of failure and makes
it more challenging for unauthorized individuals to gain access to the entire dataset. Fur-
thermore, blockchain’s immutable ledger ensures that once data is recorded, it cannot
be modified or deleted. This immutability guarantees that records are tamper-proof and
always available for audit. Additionally, advanced cryptographic techniques can be em-
ployed to secure data, ensuring that PII remains protected even if intercepted.

While blockchain provides foundational security, BPM complements this by man-
aging and controlling access to PII (see Fig. 3). BPM tools allow for the definition and
enforcement of access policies, ensuring that only authorized users can view specific data.
These tools can also monitor access patterns, detect anomalies, and flag any unauthorized
access attempts. By integrating BPM with blockchain, pension systems can achieve a
more robust level of data security and compliance.

For example, in a pension system where administrators, financial advisors, and audi-
tors need varying levels of access to PII, the BPM engine can define access rights based on
roles and responsibilities. All access requests and actions are recorded on the blockchain,
providing a complete audit trail. If an unauthorized access attempt is detected, the BPM
system can issue alerts and take corrective measures. This integration of blockchain and
BPM ensures that PII is accessed solely by authorized individuals and only for legitimate
purposes.

The integration of BPM with blockchain technology is visually represented in the
following diagram Fig. 3:

Figure 3: Data Access Management Workflow

6 Regulatory Compliance and Legal Considerations
Pension systems are required to adhere to strict regulatory frameworks designed to safe-
guard participants’ interests and ensure the integrity of pension funds. These regulations
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Figure 4: Regulatory Environment for Data Processing

typically mandate specific processes, reporting standards, and safeguards to protect Per-
sonally Identifiable Information (PII). The integration of BPM with blockchain technol-
ogy offers a robust solution to meet these regulatory requirements while simultaneously
enhancing the transparency and efficiency of pension systems.

Several regulatory frameworks govern the operations of pension systems, includ-
ing the General Data Protection Regulation (GDPR), the California Consumer Privacy
Act (CCPA), and the Employee Retirement Income Security Act (ERISA). BPM and
blockchain technologies provide key mechanisms for ensuring compliance with these reg-
ulations [16, 25, 26].

The relevant regulations for data processing in the European Union that are incorpo-
rate into the local jurisdiction of the Member States.(a) General Data Protection Act
[7], (b) Open Data [9] directive, (c) Data Governance Act[14] aims to facilitate data
sharing across sectors, (d) Data Act[15] is more on business-to-consumer and business–
to-business data sharing, (e) Digital Markets Act (DMA) [12] regulates the large digital
platforms, (f) AI Act [10], (g) AI Act [10] is the risk mitigation of this disruptive tech-
nology, and (h) the directive on AI Liability [11] aims to define rules on the disclosure
of evidence in the case of AI applications (see Fig. 4).

The legislative framework surrounding data privacy and regulation in the European
Union has evolved significantly in recent years(see 4). Following the introduction of the
General Data Protection Regulation (GDPR), other legislative initiatives have emerged
to address various aspects of data privacy and management [16]. The ePrivacy Regu-
lation aims to update the outdated ePrivacy Directive by complementing the GDPR in
the realm of electronic communications. It regulates confidentiality, data storage, era-
sure, and permissible processing of electronic communication data[8]. The regulation on
the free flow of non-personal data seeks to promote the free movement of non-personal
data across the EU by establishing rules for data localization, availability to authorities,
and data portability, distinguishing between personal and non-personal data. The Open
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Data Directive replaces the PSI Directive and is designed to unlock the potential of public
sector information, enabling real-time access to dynamic public data for reuse through
advanced technical means[9]. The Data Governance Act creates a framework for sharing
data across sectors, ensuring that trusted intermediaries facilitate this exchange while ad-
hering to data protection regulations[14]. The Data Act focuses on business-to-consumer
and business-to-business data sharing. It mandates that product and service-related data
be accessible to users, granting them the right to share it with third parties[15]. The
Digital Markets Act (DMA) regulates large digital platforms, such as search engines and
cloud services, establishing fair competition rules, data accessibility, and interoperability
obligations for platforms that serve as gateways between businesses and end-users[12].
The Digital Services Act (DSA), alongside the DMA, builds on the eCommerce directive
and establishes a safer digital environment by harmonizing rules for intermediary service
providers and introducing due diligence obligations for specific service providers[13]. In
contrast to these technologically neutral regulations, the AI Act takes a more cautious
approach due to concerns about the risks posed by artificial intelligence. The regulation
reflects ongoing changes, even altering AI’s legal definition during legislative discussions.
It imposes significant administrative burdens on developers and providers. Complement-
ing this, the AI Liability Directive establishes rules for evidence disclosure and the burden
of proof in cases of damage caused by high-risk AI systems in civil claims. This complex
legislative framework reflects the EU’s efforts to balance innovation with regulation in the
digital and AI spaces[10, 11]. BPM systems can automate the verification of all pension
system operations to ensure they comply with relevant regulations. This includes ensur-
ing that data handling practices meet GDPR and CCPA standards [30, 25]. Blockchain
technology complements this by providing an immutable record of all transactions and
actions taken within the pension system, ensuring both transparency and traceability [4].
BPM tools can also define and enforce access controls, ensuring that only authorized in-
dividuals have access to PII, and enforce data minimization principles to ensure that only
necessary data is collected and processed [2].

For instance, in a pension system operating within the European Union, GDPR com-
pliance is mandatory for protecting PII. By integrating BPM and blockchain, the pension
system can achieve compliance through processes that ensure only the necessary data is
collected, access to PII is tightly controlled, all actions involving PII are recorded on the
blockchain, and comprehensive compliance reports are generated to demonstrate adher-
ence to GDPR standards.

7 Challenges and Limitations

While the integration of BPM with blockchain technology in pension systems presents
numerous advantages, it also comes with several challenges and limitations. Addressing
these challenges is essential to formulating effective strategies that mitigate risks and
ensure the smooth and successful implementation of these technologies [4].

One of the primary obstacles in combining BPM with blockchain technology lies
in the technical complexity of the integration. Blockchain, being a relatively new and
rapidly evolving technology, requires specialized expertise for its implementation, main-
tenance, and ongoing support. Achieving seamless interoperability between BPM tools,
blockchain platforms, and existing legacy systems is another major technical hurdle that
needs to be addressed [2].

Pension systems operate within stringent regulatory frameworks designed to protect
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participants’ interests and safeguard the integrity of pension funds. The integration of
new technologies like BPM and blockchain must adhere to these regulations, which can
be challenging due to the continually evolving nature of both technological innovations
and regulatory requirements. Ensuring the privacy and security of PII is paramount, and
strategies such as off-chain storage or the use of advanced encryption techniques are es-
sential to meet these privacy requirements [16, 25].

Implementing BPM and blockchain technologies in pension systems also introduces
significant operational changes, which can be difficult to manage effectively. These
new technologies necessitate comprehensive change management strategies to ensure that
all stakeholders—employees, pensioners, and regulators—are adequately informed and
trained. Additionally, the initial cost of deploying BPM and blockchain solutions can be
substantial, requiring organizations to carefully assess the cost-benefit ratio and allocate
resources effectively to support the rollout [2].

Though blockchain technology offers enhanced security features, it is not completely
immune to risks. Blockchain networks can still be vulnerable to certain types of cyberat-
tacks, such as 51% attacks, and smart contracts can potentially contain vulnerabilities that
attackers may exploit [18, 22]. Therefore, implementing robust cybersecurity measures
and ensuring the secure development and rigorous auditing of smart contracts is crucial
to maintaining the system’s integrity [4].

Despite these challenges, ongoing research and development efforts are focused on
overcoming these limitations and enhancing the integration of BPM and blockchain in
pension systems. Current research initiatives are working on scalable blockchain solu-
tions, providing clearer regulatory guidance, and implementing more advanced security
measures to improve the overall reliability and efficiency of these systems [4].

8 Summary and Conclusion
The integration of BPM with blockchain technology in pension systems enhances trans-
parency, efficiency, and compliance. However, to fully realize these benefits, organiza-
tions must address a variety of technical complexities, regulatory uncertainties, and op-
erational challenges. By leveraging the combined strengths of these two technologies,
pension systems can be restructured to serve stakeholders more effectively, while operat-
ing with greater efficiency and transparency [4, 2].

A comprehensive planning approach is essential for the successful integration of BPM
and blockchain, with attention given to technical, regulatory, and operational factors.

The successful implementation of these technologies hinges on the engagement and
support of all stakeholders, including pensioners, administrators, and regulators. Con-
tinuous monitoring and ongoing process optimization are crucial to adapt to the ever-
evolving regulatory environment and technological advancements. Additionally, organi-
zations should prioritize investing in expertise in both BPM and blockchain technologies,
ensuring that they are prepared for effective implementation and long-term maintenance.
Robust security measures must also be established to protect sensitive data and maintain
the integrity of the system [16, 25].

In conclusion, while the integration of BPM and blockchain in pension systems is
still in its early stages, the potential advantages make it a promising field. By addressing
the inherent challenges and capitalizing on the strengths of these technologies, pension
systems can be transformed into more efficient and transparent operations that better serve
their stakeholders [4, 2].
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8.1 Scientific contribution
The project objective was to carry out a software experiment in the form of industrial
research and development. The research question was whether the available technologies
make it possible to create an IT System that can support a complex business process. The
development and implementation reduced the uncertainty of the feasibility of the solution.
Based on Business Process Management and Modeling, an Enterprise and IT architecture
was defined. Service Oriented Computing was utilized to reconcile the business process
requirements and the services of the underlying blockchain technology [28]. Our model
is based on the Business Process Modeling and the representation of the processes by
Business Process Modelling Notation [31]. We have selected this solution since the rep-
resentation of the processes makes it possible to do model checking [23]. We combined
the workflow and blockchain patterns in a Service Oriented, Web service (API) based
framework [1, 32, 6]. At the time of the research and development, the comprehensive
auditing and validation of decentralized applications was not available. This is a limita-
tion of the research and denotes future work in the domain of cybersecurity, reliability,
and trustworthiness of the solution.

The main goal of the project was to conduct a software experiment through industrial
research and development. The research sought to determine whether existing technolo-
gies could be used to create an IT system capable of supporting a complex business pro-
cess. The development and implementation phases helped to reduce uncertainty around
the feasibility of the solution. Building upon Business Process Management and Mod-
eling, we defined an enterprise and IT architecture. Service Oriented Computing was
employed to align business process requirements with the services provided by the under-
lying blockchain technology [28].

Our model is based on Business Process Modeling and the representation of the pro-
cesses through Business Process Modelling Notation [31], which enables model checking
[23]. We chose this solution because the representation of the processes allows for model
checking. We integrated workflow and blockchain patterns in a Service Oriented, web
service (API) based framework [1, 32, 6].

At the time of the research and development, a comprehensive auditing and validation
process for decentralized applications was not available. This limitation of the research
identifies future work in the domain of cybersecurity, reliability, and trustworthiness of the
solution [5]. Our research demonstrates the plausibility of the application of blockchain
and smart contract technologies with the integration of tools in Enterprise Architecture
frame.

9 Data Availability Statement:
The data and code presented in this study are available upon request from the authors
[33].
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Abstract: Social exclusion is an important issue in modern society, but its neurological underpinnings remain 
unclear. We explored whether social exclusion can be detected in EEG data collected from participants engaged 
in a Cyberball game – a gaming framework designed to simulate social exclusion in unsuspecting participants. 
We transformed the EEG data into functional connectivity networks and applied machine learning to identify 
connectivity patterns potentially linked to the experience of social exclusion. In this paper, we present our 
preliminary findings, which suggest that such patterns can indeed be recognized. We anticipate further 
confirmation and extension of these results in our future work. 
 

Key Words: social exclusion, Cyberball game, EEG measurements, functional connectivity networks, machine 
learning 
 
 

1 Introduction  
Social exclusion is common in everyday life.  It occurs in human and nonhuman animals [1,2] and exists in every 
culture [3]. Nezlek et al. reported [4] that people are ostracized daily – typically that means that we all have one 
experience of rejection or disregard per day. Being socially excluded breaks the relationships we have and could 
influence our physical and mental health. Social exclusion increases depression, causes aggression and impulsive 
behavior, decreases survival rates, and possibly promotes suicides [5]. In addition, socially excluded people are 
less self-regulated and show a decrease in the mental processes involved in cognitive control [6]. 
 
An electroencephalogram (EEG) measures the electrical activity of the brain via electrodes placed on the scalp. 
Beta frequencies, which range from 13 to 30 Hz, are linked to active cognitive processes such as focused attention, 
problem-solving, and heightened alertness. These brainwave patterns are believed to be particularly relevant in 
social exclusion situations. We hypothesize that social exclusion could be identified by studying these patterns.  
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In our experiment, we recorded EEG data from 32 participants while they played a Cyberball game, a widely used 
experimental game in social psychology and neuroscience to simulate social exclusion [7]. In Cyberball, 
participants think they are playing a virtual ball-tossing game with other online players, but the players are in fact 
computer-generated [8]. Participants either experience equal inclusion in the game or are excluded from a majority 
of the ball tosses. Our study involved both versions of this game, with EEG recorded throughout each session to 
examine brainwave patterns during inclusion and exclusion conditions. 
 
 

    2 Cyberball game and EEG measurements 
  
2.1 Participants 

The sample included 32 right-handed participants (22 females, 10 males, age range: 20–40, mean age = 24.9, SD 
= 5.1). All participants met the inclusion and exclusion criteria (see authors for details). 

2.2 Cyberball 

In the Cyberball game, the researcher controls the number of throws using the Cyberball GUI (Cyberball 5 Manual, 
2019). Participants playing the Cyberball game were exposed to 204 ball throws receiving 33% of ball passes in 
the inclusion condition and 17% in the exclusion condition. The modification to our experimental paradigm was 
programmed at the HICUP lab, Faculty of Mathematics, Natural Sciences, and Information Technologies, Koper, 
Slovenia. 

2.3 Brain Activity Measurements 

Brain activity was recorded using a 32-electrode EEG cap (g.NAUTILUS system) while participants played a 15-
minute Cyberball game. In the first game, participants experienced the social inclusion condition, while in the 
second, they were subjected to the exclusion condition.  During each game, participants pressed a button to pass 
the ball to one of the two computer-generated players. For specific details on the EEG setup, electrode placement, 
and equipment, refer to the authors. 
 
Preprocessing for artifact and noise removal followed standard protocols using the EEGLAB toolbox in 
MATLAB. The time-series data was segmented into intervals from 200 ms before to 1000 ms after a computer 
player caught or passed the ball (focusing only on throws between the computer players where the participant was 
neglected). EEG data was filtered into the following frequency bands: theta (4–8 Hz), alpha (8–13 Hz), beta (13–
30 Hz) low gamma (30–45 Hz), as well as the full spectrum (1-50 Hz). For the purposes of this short paper, we 
look only at beta bandpass. 
 
 

    3 Brain connectivity 
We calculated functional connectivity across 32 time-series of all epochs. This short paper focuses solely on the 
Complex Pearson Correlation Coefficient measure of connectivity (CPCC) in [9]. CPCC provides complex-valued 
results, where absCPCC corresponds to brain processes that are either connected and anatomically close or similar 
and occurring simultaneously. This measure is however vulnerable to confounding by volume conduction. 
imagCPCC on the other hand represents brain processes that are distant, more likely reflecting information transfer 
through white matter fibers and unaffected by volume conduction. This allows for a nuanced analysis of 
connectivity, distinguishing between real and imaginary components [9, 10]. We present preliminary results for 
the connectivity network obtained via the CPCC.  

Each electrode has time series data. We computed connectivity CPCC measure for each electrode pair giving us 
32x32x512/2 connectivity matrices. For each epoch, we have data to which condition it belongs. For each epoch, 
we calculated the connectivity matrix, which was used as an input layer in ML described below in Chapter 4. 
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    4 Analyzing networks via Machine learning 
Machine learning (ML) was conducted in MATLAB aimed to classify the EEG data based on the inclusion and 
exclusion conditions using MATLAB's Deep Learning Toolbox (The MathWorks, Natick, MA, USA. As an input 
feature connectivity matrices for the CPCC beta bandpass are selected. The architecture of our machine learning 
model was a 3-layer fully connected convolutional neural network (CNN), with the first (input) layer receiving 
connectivity measures as input features. The final output layer classified each epoch into one of two conditions: 
exclusion or inclusion. The goal was to classify whether the EEG data belonged to the inclusion or exclusion 
condition of the Cyberball game the participants were engaged in. That is to say, we wish to check if we can train 
an ML algorithm to recognize and differentiate between social inclusion and exclusion only from this data. 
 
The dataset was split into training (80%) and testing (20%) sets. To optimize model performance, we used the 
stochastic gradient descent with momentum (SGDM) optimizer. The maximum number of training epochs was set 
to 80, with data shuffling at each epoch. We performed five repetitions assessing variability using five-fold cross-
validation. We did not use the third-validation subset, as we did not optimize the classifier metaparameters. 
 
 

    5 Preliminary results and discussion 
We present our results of machine learning. The machine learning algorithm showed great performance on 
connectivity features from the CPCC method, that is, 98.60 %. Fig. 1 represents training progress. 
 
 

 

Figure 1. The training progress utilizes the CPCC method, achieving a validation accuracy of 98.90%. The training 
cycle comprised 50 epochs with 4,000 iterations, averaging 80 iterations per epoch. Validation was conducted 
every 50 iterations, using a single CPU for hardware resources, and the learning rate was maintained at a constant 
value of 0.01. 
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Figure 2: Feature importance of the CPCC connectivity matrix in the beta frequency band.  The 32 electrodes are 
placed according to the 10/20 system, starting in the frontal lobe and ending in the occipital lobe (F stands for 
frontal, C for central, P for parietal, and O for occipital electrodes.   

Fig. 2 illustrates the CPCC connectivity features identified by the neural network algorithm. The thickness of the 
lines represents the importance of connectivity between different regions. Notably, the strongest connections are 
observed between electrodes F8 and T8, Cp2 and CP6, F7 and F8, F7 and FC6. 

Preliminary results from the beta frequency band show consistent connectivity between key electrodes, particularly 
F8 and T8, which are linked to social cognition and emotion regulation within the social pain network [5]. 
Connections involving F7, FC6, and parietal electrodes CP2 and CP6 also suggest involvement in emotion 
regulation and social pain processing [11]. These findings highlight the role of brain regions associated with both 
social and physical pain in the experience of social exclusion [11,12]. 

These connectivity findings provide insights into the neural mechanisms underlying social exclusion, particularly 
in regions involved in social cognition and emotion regulation. Our results show that the ML algorithm could 
indeed differentiate between inclusion and exclusion conditions. The study has certain limitations and careful 
interpretation is needed with the primary limitation being a relatively small sample size. First, while we plan to 
address this by balancing inclusion and exclusion conditions using duplication or bootstrapping techniques, a 
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larger dataset could enhance generalizability. We already utilized subject-variant and subject-invariant approaches 
to address model validation. Additionally, ML using multiple connectivity measures and frequency bands was 
already performed to compare the results of the model’s classification. Saliency maps provided insight into neural 
differences between inclusion and exclusion in the 0.2–0.6 ms window, aligning with the N200 and P300 event-
related potentials (ERPs) reported in other Cyberball studies [5]. With resting state data, a baseline condition of 
saliency networks could be identified for each participant. This data could serve as a baseline isolating socially 
driven neural effects and will be used in our future analyses. The machine learning methodology may provide 
valuable insight into a complex system of brain networks involved in neural mechanisms of social exclusion 
highlighting its potential applications in mental health interventions (such as targeted personalized intervention, 
early detection, neurofeedback etc.). A forthcoming, comprehensive scientific paper will present all future results 
and a detailed discussion of the study’s limitations. 
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Abstract. Distinguishing between benign and malignant moles is crucial for early detec-
tion and treatment of skin cancer, as malignant moles can develop into life-threatening
conditions if not identified promptly. Doctors often use the ABCDE criteria (Asymme-
try, Border, Color, Diameter, and Evolution) to assess and differentiate these moles. In
the analysis of skin tumors, the C criterion (color) plays a critical role in distinguishing
between benign and malignant moles. This study examines the effectiveness of various
color spaces, such as HSV, XYZ, YCbCr, and Lab, in the differentiation process. Our re-
search indicates a statistically significant difference in the channel features of these color
spaces when comparing benign to malignant skin moles. By evaluating these differences,
we demonstrate that color can serve as a reliable factor in identifying the two types of
moles. Additionally, we will briefly discuss the B criterion (border irregularity) to provide
a broader perspective on mole classification.

Keywords. melanoma, image analysis, color spaces, Minkowski dimension, color chan-
nels
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1 Introduction

Skin cancer, characterized by abnormal skin cell growth, is primarily linked to sun expo-
sure but can also develop in sun-protected areas. Malignant skin tumors are infiltrative,
invasive, and poorly demarcated, with potential to metastasize, invade neighboring tis-
sues, and recur. They consist of atypical, anaplastic cells and are classified as pigmented
(e.g., melanoma malignum) or non-pigmented (e.g., basal and squamous cell carcinomas).

Melanoma malignum, one of the most aggressive skin cancers, originates from melano-
cytes and has high metastatic potential. In 2020, 325,000 melanoma cases and 57,000
deaths were reported globally [16], with rising incidence among older adults and young
populations alike [6]. De Pinto et al. [6] observed stable or increasing incidence across
most countries, with mortality declining by 40− 50% in Australia, highlighting that early
diagnosis and prevention can significantly improve outcomes.

Given the aggressive nature of melanoma, early detection is vital. Tumor classifica-
tion often utilizes the ABCDE criteria [8]: "A" for asymmetry, as malignant melanomas
tend to lack symmetry; "B" for border irregularity, where uneven or notched edges are
common; "C" for color, as multiple shades or colors in a lesion raise suspicion; "D" for
diameter, with melanomas typically larger than 6 mm; and "E" for evolution, indicating
changes in size, shape, or color over time.

Computer-aided diagnosis systems can be very helpful for early melanoma detec-
tion. Numerous algorithms have been proposed to distinguish melanoma from benign
pigmented moles in dermoscopic images, but they face challenges when analyzing early-
stage lesions. Some studies focus on the "B" criteria, or border irregularity, using fractal
dimensions [5, 13, 12], including the Minkowski dimension of the mole or its border.
This method has shown that malignant moles have significantly different fractal dimen-
sions than benign ones [5], highlighting its diagnostic potential. However, color analysis
is equally vital for melanoma detection. In [3], a method based on mole color and texture
was proposed, using automatic segmentation via k-means clustering. The study demon-
strated superior performance over earlier approaches [1, 2, 9]. Recent advances involve
machine learning and deep learning methods [12, 13, 15].

This study builds on previous work by combining segmentation techniques and bina-
rization methods to isolate moles from surrounding skin for further analysis. In addition
to assessing the Minkowski dimension for geometric complexity, we emphasize color
variation. Malignant moles typically show more diverse pigmentation than benign ones,
making color models such as HSV and YCbCr valuable for edge detection and malig-
nancy differentiation. This enhanced color analysis is critical for improving early diagno-
sis of melanoma. The purpose of this study is not to develop a machine learning model,
but rather to employ statistical analysis of Minkowski dimensions and color features to
improve the detection of malignant versus benign moles. The paper is organized as fol-
lows. In Section 2-Preliminaries, we examine various color models and their suitability
for analyzing mole pigmentation, along with a brief introduction to the Minkowski dimen-
sion. Section 3, Dataset and Methodology, details the dataset and the methods used in our
analysis. In Section 4, Results, we present the hypothesis tests and discuss the findings.
Finally, Section 5, Discussion and Conclusion, provides a comprehensive discussion of
the results and concludes the study.
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2 Preliminaries
Color spaces: Color spaces are mathematical models that systematically represent and
manipulate colors as coordinates in a defined multidimensional space, facilitating the or-
ganization and communication of color information. Each color space encompasses a
specific gamut and is defined by values in three dimensions or more. The applications
of color spaces include image processing for tasks like edge detection, color manipula-
tion for precise adjustments, and color management to ensure consistency across devices.
The HSV (Hue, Saturation, Value) color model provides an intuitive way to represent and
manipulate colors, where Hue indicates the color type, Value measures luminance, and
Saturation defines color purity or vividness. Saturation refers to the intensity or purity of
a color, indicating how much gray is present in it. A color with high saturation appears
vivid and rich, while a color with low saturation appears more washed out or muted.
YCbCr separates an image into luminance (Y) and chrominance (Cr, Cb) components,
with Y encoding brightness and Cr/Cb representing color differences. This separation is
beneficial for edge detection, as the Y channel contains most structural information. The
Lab color model approximates human vision by splitting color into three components: L
(luminance), a (green-red axis), and b (blue-yellow axis), making it effective for edge de-
tection like YCbCr. The XYZ color model is a linear, device-independent space serving as
the foundation for many other color models, encompassing the entire visible spectrum and
ensuring precise color reproduction in applications such as high-end printing and imag-
ing. A study [4] demonstrated that the percent melanoma color and color clustering ratio
features yield comparable discrimination results, with the percent melanoma color feature
achieving discrimination rates of 89% and 88% in the boundary areas of lesions. These
findings suggest that variations in color saturation, particularly in the boundary regions,
provide critical insights for melanoma discrimination and may enhance the understanding
of color uniformity in lesion characterization. In the context of skin lesions, saturation can
provide valuable information about the overall appearance of the mole. Malignant moles
often display a greater range of pigments and colors, making them more visually strik-
ing. This variability can be an effective feature for distinguishing malignant lesions from
benign ones, which typically have a more uniform coloration. The findings by Pillay and
Viriri [14] underscore this notion, as malignant lesions are characterized by their multi-
coloration, further validating the significance of saturation in melanoma detection. They
employed a scoring system based on the presence of distinct colors in the segmented
image, where each color must meet specific threshold values. This approach, however,
encounters challenges due to the non-linear and discontinuous nature of the RGB color
space, making hue changes difficult to track and susceptible to illumination variations.

Minkowski dimension: The Minkowski dimension, or box-counting dimension, de-
fined by Minkowski and Bouligand [10], is useful for analyzing pigmented skin moles as
it quantifies roughness, a trait linked to malignant tumors [5]. If it exists for a set S, it can
be calculated using:

D = lim
ε→0

logN(ε)

log
(
1
ε

) ,

where N(ε) is the minimum number of boxes of side length ε needed to cover S. A
higher dimension indicates greater roughness and complexity [10]. This study expands
on [5], focusing on the shape and roughness of skin moles to differentiate malignant from
benign tumors.
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Mole images are approximations due to resolution limits. Scale-dependent varia-
tions in real-world structures have been noted since the inception of fractal geometry.
Mandelbrot [10] suggested that strict scale invariance holds only within specific bounds
shaped by processes. Thus, careful preprocessing is vital for accurately approximating
the Minkowski dimension.

3 Dataset and Methodology

The dataset employed in this study consists of 100 dermoscopic images of skin moles,
obtained using a FotoFinder dermatoscope [7] at the "8-mi Septemvri" City Hospital in
Skopje, North Macedonia. All images are captured by positioning the lens directly against
the skin. Of the total dataset, 62 moles were clinically diagnosed as benign, and 38 were
identified as malignant by a certified dermatologist. Prior to analysis, each image un-
derwent preprocessing to isolate the mole from the surrounding skin and any extraneous
elements. This preprocessing step is critical for ensuring accurate border segmentation
and color analysis, which are key to assessing the morphological characteristics and po-
tential malignancy of the moles.

In the previous work [5], we utilized grayscale conversion to segment the mole from
the background. However, in this approach, we aimed to improve segmentation accuracy
by converting the images to an alternative color space, such as HSV, YCbCr, Lab, and
XYZ. The luminance channel from all of the mentioned color spaces proved valuable for
mole-background segmentation, which enabled more accurate delineation of the mole’s
edges.

The following steps, along with the associated tools, were undertaken:

1. The relevant luminance or intensity channel was extracted from the converted color
space. This step isolates the lightness information of the image, which is essential
for the following steps.

2. To reduce noise in the luminance channel, we applied Gaussian blur filter. Specifi-
cally, the ‘GaussianBlur‘ function from the OpenCV library in Python, with a ker-
nel size of 5× 5 and a standard deviation of 0. These parameters were determined
through empirical testing, as they provided optimal noise reduction for this dataset
without excessive blurring.

3. The denoised luminance channel was then converted into a binary image using
Otsu’s thresholding method. Although Contrast Limited Adaptive Histogram Equal-
ization (CLAHE) was considered to enhance contrast prior to thresholding, it did
not yield improved results for this particular dataset and was thus omitted in favor
of direct thresholding.

4. Contours were extracted from the thresholded image using the cv2.findContours
function. The largest contour was assumed to correspond to the mole’s boundary.
While alternative edge detection techniques, such as the Canny edge detector, were
explored, findContours provided more reliable and consistent results.

5. A binary mask was created to isolate the mole region within the image based on the
largest detected contour.
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6. The segmented mole was cropped from the original image and resized to a standard
dimension of 300× 300 pixels. This ensures uniformity in size for further analysis
and feature extraction steps.

All of the steps were executed using Python code [11]. HSV and XYZ segmentation of
one benign mole is illustrated in Figures [1, 2], while Lab and YCrCb segmentation of
one malignant mole is illustrated in Figures [3,4].

Figure 1: HSV Segmentation (Benign)

Figure 2: XYZ Segmentation (Benign)

It is important to note that certain preprocessing steps, such as noise reduction and
edge extraction, may have introduced minor variations in the bounding Minkowski di-
mensions. However, since all images were subjected to the same standardized processing
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Figure 3: Lab Segmentation (Malignant)

Figure 4: YCrCb Segmentation (Malignant)

pipeline, these variations are considered consistent across the dataset, and their impact on
subsequent analyses is deemed negligible. Following the preprocessing steps, we applied
the Minkowski dimension code [11] to each image. This function was used to analyze
the morphological complexity of the moles, after converting the images to binary and
extracting their edges.

To improve the accuracy of color-based analysis in skin cancer detection, we extracted
color features from various color spaces, including HSV, YCbCr, Lab, and XYZ, from
the preprocessed images. This process resulted in the images ilustrated in Figures [5-8].
These features were derived using the cv2.cvtColor function from the OpenCV library.
The analysis followed a systematic approach: (i) reading the image, (ii) converting it to
the desired color spaces, (iii) applying a mask to remove dark (black) regions represent-
ing the background, and (iv) calculating key statistical metrics - mean, median, standard
deviation, minimum, and maximum for each color feature. The analysis is implemented
in the Python code [11].
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Figure 5: Lab color space layers for Benign (left) and Malignant (right) moles.

Figure 6: YCbCr color space layers for Benign (left) and Malignant (right) moles.

4 Results

Each of the images obtained via dermatoscope was processed following the procedure
outlined in Section 3. The mole extraction was performed using four distinct color spaces:
HSV, YCbCr, Lab, and XYZ. After extraction, the Minkowski dimension of each mole
and mole’s border was determined. The Minkowski dimensions of malignant moles do not
follow the normal distribution when the extraction is done using LAB and YCbCr spaces.
We aimed to assess whether the Minkowski dimensions of the borders of malignant and
benign pigmented skin moles differ significantly. The Minkowski dimension provides
a measure of the geometric complexity of the mole’s border, which may vary between
benign and malignant lesions. To test this, we compare the Minkowski dimensions of the
two groups using statistical hypothesis testing, with Null hypothesis H0: The Minkowski
dimensions of (the borders of) malignant and benign skin moles are equal, against the
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Figure 7: XYZ color space layers for Benign (left) and Malignant (right) moles.

Figure 8: HSV color space layers for Benign (left) and Malignant (right) moles.

alternative hypothesis with α = 0.05. The performed hypothesis tests gave the results
presented in Table 1. Each test resulted with p-value < α, which means that there is
a significant difference between the malignant and benign moles when the Minkowski
dimension is considered for both the border of the mole, and the mole itself.

Dimensions of the Color space HSV YCbCr Lab XYZ
skin moles borders p-value 0.000 0.000 0.000 0.000
skin moles p-value 0.030 0.045 0.006 0.030

Table 1: Results from the hypothesis testing.

The results show that almost 76% of the malignant moles have higher Minkowski di-
mension of their border then the border of the benign moles. Best results are obtained
if the extraction is done using YCbCr color space (75.94% of the malignant moles have
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higher dimension of the border than the benign once). The weakest performance is ob-
tained with Lab color space (73.68%). The results are significantly weaker when the
whole mole is analyzed, 38.05% of the malignant moles have higher dimension than the
benign moles across YCbCr space ( 37.05% across XYZ and HSV, and 33.75% across
Lab).

Additionally, we analyzed the color of the moles in HSV, Lab, YCbCr, and XYZ color
spaces. The results indicated a statistically significant difference in the minimum satura-
tion as well as in the average saturation of the mole’s pigment. Namely, benign moles
tend to be more saturated than the malignant (p-value=0.000). Furthermore the standard
deviation of the saturation is higher (p-value=0.021) for malignant moles as their color
varies. This supports the hypothesis that color homogeneity (higher, more uniform satu-
ration) is associated with benign moles, while color irregularity (lower mean saturation,
higher variability) may be indicative of malignant moles.

When we analyze the lightness channel, we observe a statistically significant differ-
ence in the standard deviation of the lightness across the color spaces HSV, Lab, and XYZ,
i.e., the deviation is higher for malignant moles. Similarly, the results suggest significant
difference for minimal and maximal lightness between malignant and benign moles in the
considered color spaces. When YCbCr space is used, we found that the maximal Cb com-
ponent is significantly higher in malignant moles, as well as the average Cr component.
Similar results are observed for the a and b channel in Lab color space.

5 Discussion and Conclusion

In this paper, we analyzed 100 dermatoscopic images of pigmented moles to examine their
geometrical shape and color as part of the ABCDE diagnostic criteria. For the analysis of
geometrical shape, we used the Minkowski fractal dimension, while for color evaluation,
we analyzed the images across different color spaces. Specifically, we assessed satura-
tion (HSV), lightness (HSV, XYZ, YCbCr, and Lab), and the red and blue components
(YCbCr). The results showed that these features differ significantly and can therefore be
used in more complex diagnostic systems.
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Abstract. In this paper, we establish baseline metrics for models that estimate respira-
tion from electrocardiogram (ECG) signals, known as ECG-derived respiration (EDR).
EDR aims to extract respiratory information from ECG data, to enable non-invasive respi-
ratory monitoring without the need for additional sensors. To establish reliable baselines,
we evaluate traditional, well-established signal processing algorithms from the RRest
toolbox–a MATLAB tool designed for EDR signal processing, on the Fantasia bench-
mark dataset–a collection of ECG and respiration recordings obtained while watching
the movie Fantasia. These baseline metrics serve as benchmarks for assessing future
advancements in EDR methods. Our results highlight the effectiveness of specific algo-
rithms, providing a foundation for the development of more accurate and robust EDR
models that can enhance respiratory health monitoring.

Keywords. ECG-derived respiration, biosignal analysis, signal processing, fantasia, res-
piratory signal estimation, healthcare monitoring

1 Introduction
Electrocardiogram (ECG)-derived respiration (EDR) is an emerging area of research within
the broader field of biosignal analysis. EDR aims to extract respiratory information from
ECG signals, which are primarily used to monitor heart activity. By leveraging ECG
signals to derive respiratory data, EDR can offer valuable insights into respiratory health
without requiring additional sensors, thus simplifying patient monitoring. This is partic-
ularly advantageous for continuous health monitoring, where reducing sensor complexity
while maximizing the quality of gathered data is critical for both in-hospital care and
everyday healthcare applications.

The drive for ECG-derived respiration arises from the increasing demand for com-
prehensive yet cost-effective healthcare solutions. Multi-functional body sensors, which
can capture several physiological signals simultaneously, represent a major advancement
in personalized healthcare [17]. However, accurately extracting meaningful information
from integrated biosignals, such as deriving respiration from ECG, remains a technical
challenge. Solving this issue could significantly improve clinical decision-making and
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provide more accurate diagnostic tools for healthcare professionals.

In this study, we focus on setting reliable baselines using traditional signal processing
methods for the problem of deriving respiratory signals from ECG. These baselines will
serve as benchmarks against which we can measure the performance of future models and
other approaches, ensuring that improvements are both tangible and quantifiable.

Signal processing techniques have long served as fundamental tools for analyzing
and interpreting data across many domains [18]. Techniques such as Fourier Transform
[10], Wavelet Transform [1], and Principal Component Analysis (PCA) [4] have provided
time-tested methods for understanding and manipulating signal data. By applying these
methods to our dataset, we aim to establish performance metrics that provide a compre-
hensive understanding of the patterns and structures inherent in the data.

The methods we employ are part of the RRest toolbox [5] – a comprehensive, pub-
licly available toolkit designed for estimating respiratory signals and respiratory rate (RR)
from ECG and photoplethysmogram (PPG) signals. The toolbox comprises over 300 al-
gorithms that combine different signal processing techniques, enabling reproducible and
systematic comparisons of RR estimation methods. By providing a standardized frame-
work, the toolbox advances research by offering a consistent basis for evaluating the per-
formance of different algorithms. For this work, we use the Fantasia dataset, which is
publicly available via PhysioNet [7]. The baselines established using the RRest toolbox
will serve as reference points for evaluating the performance of future methods in this
domain.

The rest of the paper is structured as follows: in Section 2, we describe the experi-
mental data, the investigated signal-processing algorithms, and the experimental settings.
In Section 3, we present and discuss the results. We conclude with the final remarks and
directions for future work in Section 4.

2 Materials and Methods

2.1 Dataset Description

We leveraged the Fantasia dataset to establish baseline performance for respiratory sig-
nal analysis using traditional signal processing techniques. The Fantasia dataset, made
publicly available by PhysioNet [7], includes long-term ECG and respiration recordings
from 40 healthy individuals, split equally between younger adults (ages 21-34) and el-
derly adults (ages 68-85). Each subject was monitored for approximately two hours in a
stable supine position while watching the movie Fantasia, creating controlled conditions
for EDR analysis. The ECG signals were recorded at 250 Hz, providing high temporal
resolution for comprehensive analysis. Examples of simultaneously measured ECG and
respiration signals are shown in Fig. 1.
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Figure 1: Examples of ECG and corresponding respiratory signal

2.2 Description of the RRest Algorithms

The RRest Toolbox [5] is a set of algorithms designed to estimate respiratory rate from
physiological signals, such as ECG and PPG, implemented in MATLAB. One of the key
steps in respiratory rate estimation is the extraction of respiratory signals from raw phys-
iological data, which is crucial for deriving accurate respiratory patterns. The process
begins with the removal of very low frequencies through a high-pass filter, set to a -3 dB
cutoff frequency of 4 breaths per minute (bpm). Depending on the chosen extraction tech-
nique, whether filter-based or feature-based, intermediate steps vary and are explained be-
low. The final stage, consistent across all techniques, involves applying a band-pass filter
to the extracted signal, using -3 dB cutoff frequencies between 4 and 60 bpm, to eliminate
non-respiratory frequencies. In continuation we explain the used algorithms.
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- ELF_RSlinB_FMeam_FPt_RDtGC_EHF
This algorithm extracts features related to amplitude modulation (AM) from ECG
signal. It begins by eliminating low-frequency noise with a high-pass filter, then re-
samples the signal using linear interpolation to ensure uniform intervals. Amplitude
modulation is measured by analyzing the signal’s amplitude variations, with the
maximum amplitude of the continuous wavelet transform (CWT) using the Morlet
wavelet [2]. Peaks and troughs are identified, and their differences represent AM
in the respiratory cycle [8]. Fiducial points like R-spikes and QRS complexes are
detected to quantify cardiac features [14], and R-spike detection helps with timing
and respiratory sinus arrhythmia extraction [16]. High-frequency noise is finally
removed using a low-pass filter.

- ELF_RSlinB_FMebw_FPt_RDtGC_EHF
Similar to the first algorithm. However, it extracts features based on bandwidth
instead of amplitude modulation [11].

- ELF_RSlinB_FMefm_FPt_RDtGC_EHF
This algorithm follows the same structure as the previous two. It extracts features
based on frequency modulation (FM) rather than amplitude modulation or band-
width [2].

- flt_BFi
This filter-based algorithm applies a band-pass filter [11] to extract respiratory sig-
nals from the ECG data.

- flt_Wam
A filter-based algorithm that extracts a respiratory signal corresponding to ampli-
tude modulation using the continuous wavelet transform [2].

- flt_Wfm
A filter-based algorithm that extracts a respiratory signal corresponding to fFre-
quency modulation using the continuous wavelet transform [2].

2.3 Performance Metrics

The performance of the algorithms in the RRest toolbox was assessed using two metrics:
Mean Squared Error (MSE) and Mean Cross-Correlation (CC). MSE measures the av-
erage of the squares of the errors, which is the average squared difference between the
estimated values and the actual value. Lower MSE values indicate better performance.
CC measures the similarity between two signals. Higher CC values indicate that the esti-
mated signal is more similar to the reference signal, signifying better performance.

Using the RRest toolbox, we extracted the entire respiratory signal from the complete
ECG recording, employing the methods mentioned above. To calculate the Mean Squared
Error (MSE) and mean Correlation Coefficient (CC), we used settings from the study
conducted by [12] to process ECG and respiration signals. These parameters ensure that
our calculated metrics are consistent and comparable for future research. Specifically, we
employed 32-second length windows with 50% overlap, normalized the signals to a [0, 1]
range, and downsampled it to 5Hz, as described in [12].
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3 Results and Discussion

The performance of the RRest signal processing methods is shown in Table 1. The results
show that the feature-based algorithms perform better than the filter-based, which is in
agreement with the findings made in the original RRest study [5] and the study made in
[12]. From the feature-based algorithms, the AM-based method named:
"ELF_RSlinB_FMeam_FPt_RDtGC_EHF", achived the highest mean CC (0.59) and a
relatively low mean MSE (0.073). This result confirms that EDR algorithms based on the
amplitude variations of the ECG waves are promising direction, which is consistent also
with previous findings in EDR research [18]. However, there is still room for improve-
ment, as the overall cross-correlation values suggest that the signal reconstruction is not
fully optimized.

Method Mean CC Mean MSE
ELF_RSlinB_FMeam_FPt_RDtGC_EHF 0.59 0.073
ELF_RSlinB_FMebw_FPt_RDtGC_EHF 0.50 0.069
ELF_RSlinB_FMefm_FPt_RDtGC_EHF 0.56 0.070
flt_BFi 0.37 0.083
flt_Wam 0.38 0.093
flt_Wfm 0.44 0.081

Table 1: Performance of RRest signal processing methods on the Fantasia dataset

4 Conclusions

This study provides baseline performance metrics for ECG-derived respiration (EDR) us-
ing traditional signal processing methods. The findings show that, while the AM-based
method achieved a relatively high cross-correlation, the current performance remains in-
sufficient for reliable use in clinical practice. The cross-correlation values observed are
not yet satisfactory to support accurate, simultaneous extraction of ECG and respiratory
information from a single biomedical signal. This indicates room for improvement, as
further refinement of EDR techniques is essential to meet the standards required for med-
ical applications. Addressing these technical challenges is critical for advancing cost-
effective, multi-functional biosensors that can enhance continuous health monitoring and
aid clinical decision-making.

In future work, we plan to explore the use of deep learning architectures such as mod-
ified UNet, which has shown promising results in previous studies for extracting respira-
tory signals from ECG data. Deep learning models are well-suited for capturing complex,
non-linear patterns within time-series data and hold potential for improving accuracy,
minimizing MSE, and enhancing the similarity between the derived and reference sig-
nals. By integrating these advanced techniques, we aim to develop more reliable methods
for non-invasive respiratory monitoring, further advancing the field of ECG-derived res-
piration analysis. In addition to leveraging the Fantasia dataset, exploring other publicly
available datasets for ECG-derived respiration could provide valuable insights and im-
prove model generalization.
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Abstract: In this article, we present our research, in which we will investigate the 
influence of 25 environmental, intrapersonal and interpersonal factors on the 
development of the talent of managers, who were recognized as key in the development 
and manifestation of the talent of managers in the context of the literature review. The 
research will be based on already realized talents. We will follow the guidelines of some 
scientists  [3], [8], who call for research (instead of "recipes") how managers themselves 
perceive and experience their role and how they determine "what makes a good manager 
and what he actually wants to be" [18, 417-438]. Based on the TAD model (Talent 
development in achievement domain) [17], we will also investigate how factors affect the 
levels (ability, competence, expertise, eminence) of talent development of managers.  

Key Words: talent management, development factors, model, levels of talent 
development  

1 Introduction 
New, rapidly emerging and changing forms of work increasingly express the need for 
many skills (such as, for example, complex thinking, quick response, the ability to think 
causally, empathy, emotional and social intelligence), which are often associated with 
talents in individual fields. There will be a growing need for talents who will be 
responsible for the development of their own careers [13]. In addition to education and 
experience, the modern needs of companies are increasingly oriented towards the use of 
soft skills, which can be associated with talent [19], [1]. For the transition to better »soft 
approaches« to the discovery, placement and development of talents in society, a 
transition to the formation of education and employment policies will be necessary, which 
will enable the change in the paradigmatic approach of society from »satisfaction with 
employment as such« to » self realization« in education and employment.  
Throughout history, researchers have defined talent differently. Some researchers who 
studied talent tended to define that talent is genetically determined, others that it is  
learned. The initial literature on giftedness [7], [20] defined as gifted children those who 
achieved high IQ results, later some researcher [5], [6] opposed the issue. Nijs et al. [14, 
13] formulated a definition of talent in their research: »Talent refers to the systematically 
developed innate abilities of individuals who are deployed in activities they like, find 
important and in which they want to invest energy«.
Through the history of the scientific study of talents, two main approaches have emerged. 
The exclusive approach, which is still dominant, is aimed at the support and development 
of individuals, but some scientists [21] encourage an inclusive approach that allows and 
encourages the discovery and development of everyone's talent. In the last few years, a 
new discourse has emerged in the field of studying talents - a multidimensional approach
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that emphasizes the importance of context and development when defining talents. »On 
the basis of a transactional perspective, giftedness is based on a transactional entity of an 
individual profile« [16, 172-184].   
Jarvin and Subotnik [12], Preckel et al. [17] note that in the process of talent development, 
talent represents the initial phase, when an individual acquires knowledge, experience 
and skills through learning and practice, then talent grows into the competence phase, 
then into the expertise phase and then into the eminence phase. Also, Heller et al. [11] 
after Bezić [2, 13] note, that »during the development of talent, the process is influenced 
by internal (personal) and external (environmental) factors, which they call catalysts«. 
Some people can succeed at a certain level, but when they advance to the next level, their 
effectiveness declines. Some researchers [11], [22], note, that progress is possible in the 
field of innate abilities, dexterity and skills in an individual, which reflects the 
development (talent adds knowledge and experience) significantly when achieving and 
overcoming tasks. Such a person can add innovation, his own creative note to some field, 
knowledge and experience. Creativity appears as a resource of identification. We are 
talking about excellence.   
Slovenia has a poorly developed management of talented personnel. The international 
preliminary study of personnel practices CRANET 2015 showed that Slovenia lags 
behind other European countries in terms of development, diversity and intensity of use 
of personnel practices. Research shows that companies are more focused on managing 
talent than on working with talent (learning practices in use of tools that enable the 
development of talent itself). While the school system includes the recognition and 
development of talents, for the adult population in Slovenia (except for some large 
companies) we do not have customized approaches and systems for the discovery and 
development of talents. Zobarič, Kastelec and Podnar [22] note, that the task of a 
successful manager is primarily work and relationship with employees. On the other 
hand, a successful manager has a wide range of competencies. Because some of them are 
instructive, some are not, unfortunately, not all managers can be successful. Some 
researcher [15], [9] find an association between the impact of managers personality traits 
and personal efficiency and team performance.  

2 Methodology 
In order to gain insight into the situation from different perspectives, we decided to 
conduct the research using a mixed method Fig 1.  
As part of a quantitative survey of 100 to 200 managers of the most successful medium 
sized organizations in Slovenia, we will use a cross-sectional survey that includes data 
collection over a period of time. We will investigate which of the 25 preliminary talent 
development factors are related to the level (abilities, competences, expertise, eminence) 
of the manager's talent development using the TAD model [17]. Fig. 2.  
The results obtained on the basis of quantitative analysis will be checked with a 
qualitative analysis of 3 - 5 managers, each of whom visibly results in his own success in 
his work. We will also investigate which level of talent development based on the TAD 
model [17] the managers fall into.  
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Figure 1:  Research plane
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Figure 2: The influence of factors on the levels of talent development 

3 Conclusion 
“The World Economic Forum recent study on “Future of Jobs 2020” shows that 90.3% 
of companies will provide more remote working opportunities and 87.1% are accelerating 
the working process’s digitalization. 58.1% of organizations are accelerating tasks’ 
automation, 67% are more likely to hire new temporary staff with skills relevant to new 
technologies, and 65% of organizations are likely to outsource some business functions 
to external contractors” [4, 280-289].  
In the labor market, managers play an important role in the strategic decisions of 
companies and the development of the economy, therefore the selection of future 
managers is one of the key steps in the development of society, especially at a time when 
we are increasingly short of staff on the labor market.  
With the help of  IT, it will be necessary to create platform with different applications 
based on the original model of talent management development factors, which we will 
design based on the results of the research, as a tool for introducing the model into 
practice.  
This applications based on original model of a talented manager will be able to: 
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• helped companies in the search, selection and development of talent managers,
in the conceptualization of management development and succession planning;

• served as a tool (aid) in the creation of training programs (with an emphasis on
skills) for future managers;

• served in the design of programs to encourage the development of young talents,
in further research and in the design of education policies, which will be aimed
at the entire children's perspective;

• enable HR departments to include the model as a self-assessment tool in their
talent identification and status processes;

• helped to shed light on components of talent that are not always visible to other
parties. As a tool (curriculum), the model will also help to correlate the
candidate's self-management skills and his education.

• By creating a model of talent manager excellence, we will help create a clearer
(still inconsistent) definition of talent.
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Abstract:  
The debate in Slovenia over substituting the results of students who miss the external 
exam with a statistically calculated estimate based on peers' average results with similar 
academic achievement has led to this review of prediction models of student achievement. 
The discussion is based on the decree on the criteria for the selection of candidates into 
the secondary school programs and the associated rules on the external national 
examination, which were adopted in August 2024. The purpose of this study is to present 
an overview of research on prediction models of student achievement in the educational 
context, explore their performance, identify frequent applications, and provide examples 
of their use. Additionally, our research aims to contribute to a scientific discourse about 
the questionable meaningfulness and eligibility of using estimates obtained from the 
prediction models for result substitution. The use of prediction models is primarily aimed 
at implementing timely measures, enabling teachers to intervene promptly, prevent 
student dropouts, and reduce failure rates. On the other hand, to the best of our 
knowledge, the use of prediction results to substitute individual outcomes in case of their 
absence from external examination is not yet explored and therefore requires thoughtful 
consideration. We elaborate on the concerns that such practice could raise. We suggest 
that the results of prediction models must definitely be used with care, ensuring they 
prevent potentially unfavorable situations or enhance learning outcomes rather than 
restricting, predetermining, or absolving anyone from taking the examination. It is also 
questionable to substitute individual achievements with predictions based on results from 
a group of students with similar characteristics, as the prediction models we reviewed 
primarily rely on the individual students' previous achievements. Making predictions for 
any kind of individual predetermination is a questionable practice that requires a broader 
debate. This practice raises ethical, pedagogical, and motivational questions that need to 
be further discussed in professional and scientific discourse. 
 
Key Words: educational data mining, prediction accuracy, learning analytics, student 
academic achievement, student academic performance, model performance  
 
 

1 Introduction  
 
The recent public debate in Slovenia [32] [19] [37] over substituting the results of students 
who do not attend the external exam with a statistically calculated estimate based on the 
average results of peers with similar academic achievements prompted this investigation 
into models that predict student achievement.  
 
The decree on the "criteria for the selection of candidates in the event of restriction of 
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enrollment in programs of secondary vocational education, secondary professional 
education, and gymnasiums" [23] [25] [32] says that starting with the school year 
2024/2025, the results of external national exams in Slovene language and mathematics 
will be used as part of the selection process. Together, they will make up to 40% of the 
selection criteria, or 20% each. The remaining 60% will be determined on the basis of 
final grades from compulsory elementary school subjects in grades 7th, 8th, and 9th. 
 
The primary school national examination rules [24] stipulate that students who cannot 
attend the external national examination due to justifiable reasons will have their 
achievement replaced. As recapitulated by the [32], “The substitute achievement will be 
determined for the purposes of the enrolment procedure as the median achievement at the 
national examination of those candidates who have the same sum of the final grades of 
this subject in grades 7th, 8th, and 9th." Apart from medical reasons necessitating a 
medical certificate, national rules allow excusable reasons for non-participation in the 
national examination, such as a natural or other accident, a death in the family, or 
participation in an international knowledge, skills, or sports competition. 
 
The purpose of this study is to present an overview of research on prediction models of 
student achievement in the educational context, explore their performance, identify 
frequent applications, and provide examples of their use. Additionally, our research aims 
to contribute to a scientific discourse about the questionable meaningfulness and 
eligibility of using estimates obtained from the prediction models for result substitution.  
 
First, to predict student achievement, researchers have used a wide range of methods. 
Some of these include data mining [22] [26] [17] [1], neural networks [8] [27], decision 
trees [11] [29] [18], Bayesian-based techniques [20] [36], support vector machines [28] 
[6], correlation and regression, and others [38]. 
 
Second, the prediction models may include different types of the learning outcomes [26]. 
For example, we can measure learning outcomes using a pass/fail system, points earned, 
or rankings. Some models incorporate formative assessments as learning outcomes, 
allowing for early intervention, adjustment of teaching approaches, and feedback 
throughout the course. Conversely, other models incorporate summative assessments at 
the course's conclusion. Some models even include student self-assessment and opinions, 
as well as outcomes based on subjective measurements [39] like satisfaction, self-esteem, 
and meaning [26]. 
 
Thirdly, extensive research has been done on the input factors that predict a student's 
performance [7] [15] [12] [14]. The factors that are frequently used in predicting 
academic achievement include different demographic, academic, behavioral [3], 
psychological, students’ environment, students’ activity [2], and other factors. 
Demographic factors can include gender, nationality, and others. Academic factors can 
include school year, semester, course topic, student group, student grade level, and student 
educational stage [7]. Behavior [21] [7] can include, for example, the use of an online 
classroom and other learning materials, raising hands, viewing announcements, active 
discussion, attendance, and absence (Gottfried, 2009). Other factors include self-beliefs 
[41], teacher-student, parent-student, and peer relationships [46] [45], learning style [4], 
achievement goals [12], prior achievement [12], preparedness for a course [16], class 
characteristics [13], and teachers' approaches [33] [35] [31]. The list of the 
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aforementioned factors is certainly not entirely complete. Each researcher uses somewhat 
different categories of factors. 
 
Finally, the prediction models include various contexts, ranging from classroom teaching 
to learning analytics in online teaching. Interestingly, Namoun and Alshanqiti [26], in 
their review, show that the large majority of predictions relate to computer science, 
mathematics, engineering, and psychology study programs.  
 
 

2 Methods 
 
This research is primarily based on a literature review of prediction models of academic 
achievement in the educational context. It strives to present the prerequisites of an 
effective prediction model and highlights their main applications.   
  

3 Discussion 
 
While research extensively explores factors and optimal prediction techniques and 
models, it is rare to find a research article that outlines the actual effects and consequences 
of substituting the results of absent students from external examinations with statistical 
estimates. Regardless of the technique used, the research papers we reviewed did not 
suggest or test the use of prediction to substitute student results in case of absence from 
the final external examination.  
 
Rather, research (e.g., [44]) suggests the application in identifying students at-risk of 
failing external examinations, talented students, and potential dropouts with the aim of 
motivating and assisting them to develop further and pursue close to the limit of their 
capabilities. Gerritsen [8], for example, sees the models and algorithms that predict 
student performance as the “preventive instrument to decrease academic dropout.” 
Prediction models are often utilized to streamline the decision-making process [14]. This 
includes selecting candidates for educational programs and enhancing learning and 
teaching methods [15]. These models play a crucial role in formulating intervention 
strategies to avert students' failure in external examinations. The schools are under 
pressure to decrease the failure rate and improve their students' learning outcomes, 
academic achievements, and future career prospects. In an effort to improve the results of 
their students at the external final examination, many schools use predictions and with 
that indirectly acknowledge that part of the responsibility for the students’ academic 
achievement lies in pedagogical approaches, teachers’ efficacy, and different learning 
methods, including peer learning, for example. 
 
With an aim to improve the results of the students, schools are implementing measures to 
improve student outcomes, such as increasing teacher training to apply personally tailored 
pedagogical approaches. These approaches, which are mainly based on Vygotsky’s zone 
of proximal development [5] [34], such as scaffolding, encourage students to 
progressively take responsibility for their learning outcomes and their learning path and 
allow them to gradually, at their own pace, develop their independence. According to 
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Vygotsky [42], what a student “is able to do in collaboration today he will be able to do 
independently tomorrow.” In the literature review, we found various applications of 
prediction model results, but not a single study described or suggested using prediction 
results to substitute real data for students who missed the final external examination. 
 
According to the research, some other good practices regarding the application of 
prediction results include facilitation of advice regarding placements [15] in different 
study programs, additional coaching, or other support offered to students. The predictions 
can also be useful in the early recognition of potential issues, identification of areas for 
improvement, and further developing learning objectives and learning outcomes [20]. 
Research suggests that based on the prediction models, teachers might consider adjusting 
the content and teaching methods, approaching the students at risks, taking additional 
effort in motivating them, and addressing students either individually or addressing the 
entire class, if relevant. 
 
Any statistical model contains, one way or another, some limitations. When using models 
to predict outcomes, it is absolutely critical to acknowledge each model's limitations. 
Some researchers, for example, Gerritsen [8], reports replacing and omitting missing data 
from their dataset before performing analysis. Wongvorachan et al. [43] investigate class 
imbalances such as oversampling and under sampling.  
 
The central theme of most research papers dealing with prediction models is the 
“evaluation of the model performance” [44], measured by “accuracy, precision, recall, F-
score, and area under the ROC curve.” These measures that are derived from the 
confusion matrix [30] [40] reflect the correctness of predictions by providing “the number 
of correctly and incorrectly classified instances” [44]. 
 

Table 1: The confusion matrix  

 Predicted 

Positive/True Negative/False 

Actual Positive True positive False negative 

Negative False positive True negative 

Source: [30] [40] 
 

Different authors (e.g., [9]) tested numerous models by comparing measures such as 
accuracy, precision, recall, and F-score based on different methodologies and different 
explanatory input variables. Francis and Babu [7, p.14], for example, showed that the 
models based on the clustering technique “performed much better than a decision tree or 
a neural network,” which are otherwise the most commonly applied to predict student 
performance [15]. Furthermore, the accuracy of their [7] models improved the most when 
they included a set of academic, behavioral, and other explanatory input variables 
(collaboration of parents, parents’ satisfaction, and student absence days). While it is 
crucial for the model’s performance what and how many explanatory input variables it 
includes, the accuracy of the model does not always improve by adding additional 
explanatory input variables. Some models with three explanatory input variables [44] 
perform better in terms of accuracy than models that include all the explanatory input 
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variables available. Some variables might contribute more to the accuracy of the model 
than others. Additionally, how much the accuracy improves by adding a certain variable 
to the model also depends on the other variables already in the model.  
  
Models that researchers use to make predictions must meet stricter criteria compared to 
other analyses. The validity of using the results of models that apply to the group of 
students rather than individuals to substitute individual results with predictions in case of 
their absence raises additional concerns. Furthermore, it is important to raise the 
numerous considerations of Kizilcec and Lee [16] and others concerning algorithmic 
fairness. 

4 Conclusion 
 
The results of prediction models are commonly used to timely identify potential dropouts, 
students at risk of failing external examinations, and outstanding students. Research 
suggests that prediction models play a crucial role in determining intervention measures 
to prevent students' failure at the external examinations promptly. Schools are under 
pressure to decrease the failure rate, improve the learning outcomes and academic 
achievements, and ensure the future career prospects of their students. The use of 
prediction models is primarily aimed at implementing timely measures, enabling teachers 
to intervene promptly, prevent student dropouts, and reduce failure rates. 
 
On the other hand, to the best of our knowledge, the use of prediction results to substitute 
individual outcomes in case of their absence from external examination is not yet explored 
and therefore requires careful consideration. The debate about the effects of substituting 
the achievements of students who cannot attend the external national examination became 
relevant in the light of the decree on the criteria for the selection of candidates in the event 
of restriction of enrollment in secondary school programs [23] and the associated rules 
on the external national examination [24] that were adopted in Slovenia in August 2024. 
 
Generally, the choice of prediction model should be carefully selected based on model 
performance measures such as accuracy, precision, recall, F-score, and others. These 
performance measures are subject to change depending on the explanatory input variables 
included in the model and the dataset itself. However, previous research demonstrates 
that adding more exploratory input variables does not simply improve the model's 
performance. Therefore, in building the model, one should consider how much the 
particular input variable contributes to the power of the model; not only as a standalone 
variable but in different combinations with other variables. Further, one should critically 
reflect on the models’ limitations, including variables that maybe should be but are not 
included in the model. Importantly, one should question the validity of substituting 
individual achievements with predictions that are based on the results of a group of 
students with similar characteristics. This is yet another questionable and risky practice, 
since the prediction models we reviewed are primarily based on individual students' own 
previous achievements aimed at promptly intervening and not substituting results. The 
purpose for which the results of predictive models are used is crucial.  
 
The use of prediction models for substituting students’ achievement is questionable since 
the estimates of predictive models are never absolutely certain. The prediction models are 
all about the probability that the real results would match a prediction. The performance 
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and the power of the prediction model improve when the probability that the real results 
match the prediction improves. Regardless of the technique used, the research papers we 
reviewed did not suggest or test the use of prediction to substitute student results in case 
of absence from the final external examination. The literature suggests and examines the 
use of prediction models to act preventively and enable them to implement timely 
measures, intervene promptly, prevent student dropouts, and reduce failure rates. 
 
Based on the findings of this study, we suggest broadening thoughtful discussion, 
involving school principals who can provide insights into the real-world situations in 
schools, and exploring alternative options for the feasibility of external examinations. The 
results of prediction models must definitely be used with care in a way that helps prevent 
potentially unfavorable situations or backlogs or improves learning outcomes and not in 
a way that limits or predetermines anyone. Making predictions for any kind of individual 
predetermination is a questionable practice that requires a broader debate. The outcomes 
and consequences of this practice can serve as a basis for broader discussions among 
scientists and a deeper exploration of these questions within a wider scientific community. 
In the context of professional and scientific discourse, we should further address the 
ethical, pedagogical, and motivational questions that such practice raises. 
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Abstract:  
This paper delves into the critical role of Artificial Intelligence (AI) in shaping the 21st 
century, emphasizing its potential to revolutionize various sectors including medicine and 
education, while also posing significant societal and economic challenges. Amidst the 
backdrop of the EU's lag in AI adoption compared to the USA and Asia, this study 
underscores the acute skills gap as a pivotal hindrance. It introduces the AI4VET4AI 
project aimed at bridging this gap through a transnational European platform of 
Vocational Education and Training (VET) excellence. The project seeks to integrate AI-
related content into VET curricula, fostering trust in AI, and aligning skills development 
with the Digital Education Action Plan (2021-2027). By highlighting the importance of a 
collaborative knowledge triangle—business, education, and research—the paper 
advocates for a comprehensive approach to harness AI's potential, ensuring sustainable 
growth and competitiveness within the EU. 
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1. Introduction 
The significance of Artificial Intelligence in the 21st century cannot be overstated. 
Experts predict that within just two decades, the impact of AI will be so profound that 
aspects of daily life will undergo a drastic transformation. The influence of AI is poised 
to challenge the very foundations of our economic and social systems. While it has the 
potential to create unprecedented wealth and revolutionize fields such as medicine and 
education, it also poses existential risks to our way of life [1]. This emphasizes the 
importance of the EC2020 report, which highlights the EU's concerning lag in AI adoption 
and development compared to the USA and Asia. A notable factor behind this discrepancy 
is the shortage of skilled workforce [2], [3]. 
  The European Commission's Expert Group on AI, the European AI Alliance [4], 
and the coordinated plan with member states all emphasize the importance of 
consolidating European efforts in the AI strategy. The European Commission believes 
that only by doing so can the full potential of AI be harnessed to keep pace with global 
technological progress. Despite significant efforts, the EC's 2020 report reveals that 
Europe lags behind the USA and Asia in technology and AI. Eurostat data from 2020 
shows that only 7% of EU enterprises with at least 10 employees used AI applications 
[5]. In 2023, 8% of EU enterprises uses the artificial intelligence technologies [6]. 
Additionally, 2% of enterprises utilized machine learning for internal big data analysis, 
while 1% employed natural language processing, natural language generation, or speech 
recognition for the same purpose. Only 2% of enterprises used chat services with chatbots 
or virtual agents generating natural language responses for customers. Similarly, 2% of 
enterprises utilized service robots with various degrees of autonomy for tasks such as 
cleaning, handling dangerous substances, sorting items in warehouses, and assisting 
customers at points of sale [5].  

2. Addressing the skills gap in AI usage  
In the contemporary business environment, significant generally acknowledged gap of 
skilled professional, perhaps a short snapshot from the past could be quite beneficial. 
Authors [7] are writing in this context also about Person-Organisation fit (P-O fit) concept 
which is gaining meaning due to changing organizational environments. In order for a 
candidate, which might also just came out the VET education, to fit the organization and 
optimally exploit his/her potentials, they identified five groups (clusters) of competencies, 
as follows: 1.Social competencies (Social competence, also referred to as interpersonal 
competence, that are defined as the ability to engage in cooperative interaction and 
communication with others. This cluster of competencies encompasses understanding 
others' thoughts, emotions, and attitudes, and therefore demonstrating empathy towards 
them. Recruiting  individuals with strong interpersonal skills can be highly beneficial, 
especially in entrepreneurial contexts, as it facilitates the formation of new 
communication networks and access to critical resources); 2.Personal competencies 
(Personal competence is defined as the individual’s potential to adjust and change one's 
emotions, motivations, attitudes, and values in response to continuously challenging 
circumstances. It also refers to the ability to extend personal capabilities toward ethical 
actions, cultivating a self-image.); 3.Subject competence (often named in the literature as 
business, technical, or operational competence, are developed through professional 
training and experience. This cluster involves not only having technical expertise but also 
the ability to apply this knowledge effectively and appropriately in a timely manner); 
4.Method Competencies cluster (which is defined as the ability to approach and address 
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challenges through structured problem-solving techniques. From the other point of view, 
it does involve the effective application of methods to efficiently plan, prepare, organize, 
use time as a resources, and use knowledge appropriately. This competency cluster clearly 
emphasizes the systematic use of appropriate strategies to navigate tasks and achieve 
desired outcomes.); 5.Entrepreneurial competencies cluster (Carrying out tasks 
efficiently, combined with the ability to anticipate and strategically manage decisions 
through a balance of intuition and foresight, is essential for evaluating the costs and 
benefits of every choice. Entrepreneurial competence is crucial for company founders to 
ensure long-term success. Additionally, the concept of corporate entrepreneurship 
(internal entrepreneurship, spin-offs, spin-outs and other forms of corporate 
entrepreneurship encouragements are highlighted in the literature, which encourages 
employees to focus on achieving organizational objectives, learning from setbacks, and 
safeguarding company resources. This approach combines the entrepreneurial 
capabilities of individuals to the overall success of the organization.), which, in the right 
environments, can bring us back to the first cluster of social competencies. 

Within the project AI4VET4AI, a transnational European platform of VET 
excellence will be established to address the current skills gap in AI. The introduction of 
AI has significant implications for the work and VET, requiring VET providers to prepare 
students for new roles and tasks, handle increased work complexity, and adapt to new 
forms of collaborative work with AI. To confront these changes, VET providers need to 
embrace digital transformation efforts. 

The leverage of the triangle of knowledge (business, education, and research) 
will be used to maintain high standards of VET excellence while integrating AI-related 
content into existing VET curricula or developing new ones. The overarching goals 
include fostering trust in AI, promoting understanding and awareness of reliable AI 
development and use in accordance with EU and international standards, and introducing 
AI-based innovation in key sectors through skills development aligned with the Digital 
Education Action Plan (2021-2027) [8]. The project aims to contribute to European 
education and training policy, as well as the development and innovation agenda, by 
emphasizing intelligent, enduring, and comprehensive growth in alignment with the 
Europe 2020 strategy. This strategy seeks to enhance EU competitiveness and growth by 
prioritizing economic transitions and ambitious skills development targets. The 
imperative to enhance the exploration and utilization of AI, as well as the concerns 
regarding how AI advancements can aid in addressing critical global challenges like 
climate change, are internationally significant.  

The field of research in this area is complex, so we limited ourselves to the 
following research questions: 
RQ1: What are the current skill gaps at the intersection of Al related skills and VET? 
RQ2: What Al skills are in increasing demand from 2020 onwards, for VET students or 
graduates in the labour marketplace? 
RQ3: Which occupations are going to need an Al skilled, VET qualified workforce, the 
most in the next 10 years? 
RQ4: What skills belong to the Al literacy skill set? 
RQ5: Are there any country or regional differences in the Al skills gap by occupation? 
RQ6: What methods can be implemented to provide ongoing and adaptive 
recommendations for the development of state-of-the-art Al skills curricula? 
RQ7: What are the most effective methods for disseminating Al teaching materials?  

To provide a focus we refined the Research Questions into three themes: 
1. Al skills gap analysis: This theme is related to RQ1, RQ2, RQ3, and RQ5. These 
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questions aim to identify the current and future skill gaps at the intersection of Al and 
VET and how they vary by occupation, country, or region. The theme can help understand 
the demand and supply of Al skills in the labour market and the challenges and 
opportunities for VET students or graduates. 
2. Al literacy skill set: This theme is related to RQ4. This question aims to define the skills 
of the Al literacy skill set, which are essential for understanding, using, and interacting 
with Al systems and applications. This theme helps establish a common framework and 
standard for Al education and training. 
3. Al teaching methods: This theme is related to RQ7. This question explores the most 
effective methods for disseminating Al teaching materials, such as on line platforms, 
courses, modules, or workshops. This theme can help to improve the accessibility and 
quality of Al learning resources and experiences. 

The basis for being able to reach the intended goal was to identify the specific 
needs of important industries and sectors across 10 countries and 17 NUTS2 regions 
represented in the consortium, in line with their existing S3 frameworks. Further on, a 
series of MOOCs (Massive Open Online Courses) will be developed, targeting the 
benefits and challenges of AI in the most promising industry sectors identified regionally. 
Additionally, support for VET teacher training will be provided.  

3. Research methodology  
The research operationalization has been prepared by the team at the University of 
Amsterdam and Technishe Informationsbibliothek. The study was initiated through a 
collaborative partnership of 26 partners from 11 different countries (Croatia, Slovenia, 
Serbia, Austria, Germany, Greece, Italy, Spain, Netherlands, Turkey, and Ireland). The 
cross-border approach helped to mitigate the potential problem of the limited availability 
of AI-related training opportunities in underdeveloped regions, which could exacerbate 
the gap in innovation and development between more and less developed areas of Europe 
and hinder their transition to an AI-driven economy and its associated sustainable 
development objectives. The AI4VET4AI project assesses the influence of Artificial 
Intelligence on Al literacy in European Vocational Education and provides 
recommendations. This is achieved by conducting a skills gap analysis focusing on sector 
and regional variations. The effects and speed of Al on different demographics, regions, 
industries, and cultures are intricate and may only possibly be fully comprehended by 
future historians. As a result, the authors utilized multiple methodologies to corroborate 
their findings, employing a mixed methods approach to produce recommendations for 
future curricula accordingly. 

The research methodology set included: 
1. Skills gap survey 
2. Delphi method. A discussion with experts 
3. Systematic Literature Review of skills demand in the job market via Job market 
intelligence that, in the end, requires the analysis of a big set of on line Job advertisements 
5. Systematic data review of available sources of data. Later, a number of the discovered 
data sources are used to support the recommendations. 

The research utilized rigorous methods to establish well-informed 
recommendations supported by multiple sources. We made specific recommendations for 
AI literacy by conducting a systematic literature review, whereby ten researchers initially 
identified a large number of research papers and narrowed it down to 102 high-quality 
papers specifically related to the theme of AI literacy. One limitation we encountered was 
the freshness and quality of research and recommendations, which are impacted by 
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intense competition in advancing AI architecture and the rapid evolution of AI models 
trained on vast amounts of internet data. The widespread adoption of AI is rapidly 
affecting various industries, with implications for workers as the pace of change in these 
industries outstrips others. 

To address the challenge of providing timely advice, we launched a systematic 
data review. However, the velocity of change in the field of AI limits the quality and 
freshness of datasets and information related to AI literacy. Adhering to a "Chain of Trust" 
methodology, we initially selected papers that had undergone peer review and trusted the 
quality of the sources cited within. Among the most valuable resources have been 
observatories established mainly by governance or standards bodies to monitor specific 
AI trends. Additionally, relevant reports generated periodically by international 
organizations have provided valuable insights and data sources for policymakers. 

In our review, we primarily relied on Eurostat, the statistical office of the 
European Union, for regional data. However, we encountered limitations related to the 
freshness and geographical resolution of the datasets, which affected the 
recommendations. Our focus was on specific industries and regions, aligning with current 
economic data and the capacity of the Al4VET4AI consortium. The industries and regions 
were selected based on input from the 27 project partners and a survey of experts. 

Through our methodology, we conducted a comprehensive analysis of the AI 
skills landscape in Europe and identified gaps between the supply and demand of AI 
skills, as well as best practices and recommendations for addressing them. In the next 
chapter, we will provide the results of the systematic literature review, offering an 
overview of the current state of the art in AI skills research and development. 
 
4. First results 
Based on the results of research, implemented as described in chapter 3, five sectors were 
selected for further analysis: (i) Professional, Scientific and Technical Activities, (ii) 
Wholesale and Retail Trade, (iii) Human Health and Social Work, (iv) Education and 
Accommodation and (v) Food Services. Further analysis was set to find converging 
evidence of key skills gaps. Based on the results, an annotated list of skills was prepared.  
 In the next step, all previous results are taken into account and the first drafts of 
IVET and CVET syllabuses are being created as follows: 
 Accommodation and Food Services 
(i) Customer Relationship Management - using AI to provide better service to customers 
(ii) Using AI for Understanding Tourism Impact and Improving Sustainability 
 Education  
(i) Using AI for process automation in teaching and for creating personalised 
recommendations for learner 
(ii) Human-AI Collaboration in Teaching and Learning 
 Human Health and Social Work  
(i) Case Study: Synthetic Patient Records how and why 
(ii) Supporting Doctor - Patient Interactions with AI  
 Professional, Scientific and Technical Activities (Accounting, Bookkeeping and 

auditing activities; tax consultancy / Advertising / Market Research and public opinion 
polling) 

(i) Using AI for personalised advertising campaings 
(ii) AI in market research (sentiment analysis, machine learning for trend prediction, 
ethics and privacy in AI-driven market research) 
 Wholesale and Retail Trade 
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(i) AI in Customer Service - use of chatbots / virtual assistants and personalised 
suggestions 
(ii) AI-Driven Inventory and Logistics Automation 
 
All other data and obtained results are marked as internal until the end of the project, so 
data sharing is not allowed. 

5. Where do we go from here 
Based on the findings, the project will facilitate the creation of VET innovation hubs, 
where VET learners can acquire skills in using AI to enhance their problem-solving 
abilities. As AI's introduction to the labour market emphasizes the importance of VET 
learners' social competences and personal skills, our project addresses a range of target 
groups. 
• VET learners (developing AI-related competences and skills) 
• VET teachers (including teaching of AI-related content in their courses and broadening 
the scope of their teaching) 
• HEI students and teachers (forming partnerships with VET organisations for the purpose 
of exchanging knowledge and innovation practices) 
• sectoral representatives (gaining partners who will contribute to closing AI skills gap) 
• Innovative startups, SMEs and other business organisations (acquiring the much needed 
talent pool of experts) 
• Policy makers (on regional and national level, including them in a more focused way on 
how VET Centres of Excellence can contribute to regional smart specialisation strategies) 

The goal of AI4VET4AI is to contribute to the digital transformation of the EU 
labour market by introducing new innovative teaching content and methods to VET 
curricula in 11 European countries and 18 EU NUTS2 regions. This initiative aims to 
support the development of AI-skilled workers. Starting with a comprehensive analysis 
of the most promising sectors for AI deployment in our 17 regions, we collaborate closely 
with enterprises and their cluster organizations to develop 14 MOOCs and TT materials 
that can be easily integrated into VET programs (IVET and CVET). Additionally, we are 
establishing 11 innovative AI VET campuses and 7 VET innovation AI incubators to 
provide VET learners with opportunities to enhance their creativity and entrepreneurial 
skills. Through project activities, we foster close collaboration among partners and raise 
awareness of the potential of AI in our regions among stakeholders from the public and 
private sectors, as well as civil society. This enables us to build a collective and active 
platform comprising EU citizens and institutions who are interested, well-informed, and 
motivated to support further AI development. Ultimately, this forms the basis of our 
ambitious CoVE (Centre of vocational excellence), which aims to attract a wide array of 
institutions (HEIs, VETs, companies, agencies, and individuals) in its quest to create a 
sustainable, inclusive, and equitable AI-powered future for all. 
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Abstract: This paper explores the relationship between sustainability, digitalisation, and 
intellectual property rights, by focusing on the role of the IP Monitor web portal. While 
IP Monitor provides a one-stop-shop for intellectual property rights data, and offers 
direct links to over 600 databases, as well as provides informational and educational 
content, its contribution lies also in promoting intellectual property for sustainability. The 
content analysis highlights the portal’s alignment with EU sustainability goals but also 
notes its limitations, such as a lack of interactivity and critical assessments of how to 
effectively categorise sustainable inventions. Ultimately, the paper calls for improvements 
in user engagement and IP classification systems to enhance the platform's effectiveness 
in supporting sustainable practices. 
 
Key Words: Intellectual property, big data, IP Monitor, sustainability, circular economy, 
digitalisation 
 

 1 Introduction  
 
Perceptions of whether digitalisation promotes sustainable development vary widely. On 
one hand, many see it as a tool for protecting the climate and natural resources, fostering 
development, and supporting a collaborative economy, on the other hand, some view 
digitalisation as a vehicle for increasing capitalistic control and surveillance over nature 
[1]. Some researchers claim that under the current political and economic system, 
digitalisation may exacerbate the ecological harm of industrialisation rather than alleviate 
it [2]. Concerns are connected with the extraction of minerals and increasing energy 
consumption of information and communication technologies, with operating connecting 
data facilities consume a significant amount of energy [3,4]. 
 
The terms "sustainable digitalisation" and "digitalisation for sustainability" both relate to 
the intersection of digital technology and sustainability, but they approach the relationship 
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from different angles [5]. Sustainable digitalisation is about making the digital 
technologies themselves sustainable. Digitalisation for sustainability is about using digital 
technologies to make other processes and sectors more sustainable. 
 
Data within intellectual property rights (IPR) (e.g. patent, trademark) databases represent 
a vast collection of big data [6], [7] encompassing millions of entries from global patent 
offices and trademark registries. This wealth of information holds immense value for 
innovation, business strategy, and sustainability efforts. Data is the oil of the digital era, 
but as Lucivero [8] noticed, just like oil, data production, collection and processing have 
an environmental impact. 
 
The aim of this paper is to explore what are the connections between “sustainability”, 
“digitalisation”, and “IPR” and how IPR can contribute to “sustainable digitalisation” and 
“digitalisation for sustainability” whilst focusing on the IP Monitor solution developed 
within the IPR4SC project. 
 

 2 Method 
 
This paper will present a case study of the web portal IP Monitor [9], a platform designed 
to track intellectual property developments, also with a particular emphasis on 
sustainability and circular economy. This case study approach includes a qualitative 
content analysis of data and content from IP Monitor. Through this, the study aims to 
understand how IPR can influence both sustainable digitalisation and digitalisation for 
sustainability. 
 
The selection of IP Monitor as a case study is driven by its unique focus on the intersection 
of intellectual property and sustainability and circular economy. The selection process of 
the tools included in the IP monitor was multi-step.  
 

 
 

Figure 1: Protocol for analysis of IP tools in IPR4SC (WP3) 
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As initial steps preliminary inputs were provided from the previous IPR4SC project 
survey, where we focused especially on the accessibility of the tools (see Figure above). 
Next, testing procedure was developed and an initial screening was done.  
 
Lastly, the tools underwent a more in-depth analysis. For this, we constructed two cases, 
where one was constructed solely from prompts to ChatGPT (except for the related 
Figure), and the other one based on a real-life case. Case 1 was generated with the help 
of ChatGPT in order to avoid similarities with the existing patent text as well as 
minimising any potential secrecy issues that might ensue by using a real-live case. 
Furthermore, this also allowed for an insight on the usability of the ChatGPT in this kind 
of exercises. The analysis focused on functionalities related to search engine functions,  
analytics functions and docketing functions. However, more specifically we also focused 
on two issues one related to AI functionalities of the tools, and the other was related to 
functionality related to green, circular and sustainable IP – which is of particular interest 
to the topic at hand. By analysing the portal's role in fostering or hindering sustainable 
practices, this study seeks to uncover how IP tools can support both environmental and 
technological advancements. 
 

 3 Findings 
 
IP Monitor is a web portal which educates about IP (General information) [10], but this 
is not its main mission. IP Monitor also presents a collection of IPR databases, practically 
all databases that currently exist worldwide (IP Monitor database) and contains over 600 
databases and other resources [11]. They are sorted into four sections: 1) Databases, 2) IP 
tools, 3) Technology transfer opportunities and 4) Registries of IP attorneys. Therewith 
the IP Monitor presents the world's largest IP portal to access a range of resources from 
one place. But how is this connected to sustainable digitalisation? Offering a centralised 
platform represents time savings and energy savings when the user is searching the 
internet how to identify the most useful IP tool or database for the issue at hand. This 
enables businesses, researchers, and policymakers to track IPR data in one place and 
quickly discover what they are searching for. This can result in savings in time and 
electricity costs connected with the use of information technology, directly contributing 
to sustainable digitalisation by optimising resource usage. In other words, big data 
produces big waste [8], and any simplification and optimisation on how to access big data 
can reduce this waste. 
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Figure 2: IP Monitor – title page 

 
However, IP Monitor’s greater contribution lies in digitalisation for sustainability. By 
promoting sustainability and circular economy with Green Hub [12] and I2P4Green 
course [13] and by providing access to a wide range of technology transfer opportunities, 
IP Monitor plays an important role in accelerating the adoption of sustainable 
technologies. Businesses and innovators can search for green technologies and 
intellectual property that can drive sustainability across sectors. This promotes the 
dissemination of eco-friendly innovations, enabling industries to integrate sustainable 
solutions faster and more efficiently.  
 
One of the aims of the IP Monitor was also to tease out solutions in terms of IP databases 
and IP tools that allow for functionality related to green, circular and sustainable IP, or to 
identify and highlight those that are specifically focused on them. In terms of the latter, 
some can be mentioned. IP Monitor’s Green Hub [12] especially emphasises WIPO Green 
database [14] and other IP initiatives such as Green EU Trademarks [15] and EU 
Ecolabels [16]. In this way, IP Monitor facilitates the alignment of technological 
advancements with global and EU sustainability goals. However, the IP Monitor had not 
been able to provide insights on the particular functionalities related to green, other than 
some tools allowing to focus on the EPOs tagging in terms of climate change inventions. 
 
There are also some other limitations we can identify. The portal lacks interactivity and 
does not invite users to participate with comments, for example, through online forums. 
This is relevant as much of the circularity and sustainability literature emphasises the role 
of the end-users to advance and promote circular and sustainable solutions [17], [18]. We 
also lack a critical assessment of what could be done at the IP data science level to make 
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green and ecological solutions as easy as possible to identify in databases. Improving 
these aspects could significantly boost the platform's effectiveness and user engagement 
in promoting sustainability. 
 
 
4 Discussion and conclusion  
 
IP Monitor is a web portal that serves as an educational resource on intellectual property 
(IP) and offers an extensive collection of over 600 IPR databases and tools, categorised 
into four sections. It supports sustainable digitalisation by enabling users to efficiently 
track IP data, thereby optimising resource usage and reducing duplication of efforts. Its 
greater contribution lies in promoting sustainability and circular economy (CE), as it 
facilitates access to green technologies and technology transfer opportunities. While it 
highlights initiatives like the WIPO Green database, the platform lacks interactivity, user 
engagement features and critical assessment in the field of how IP can contribute to 
sustainability. 
 
For example, IP Monitor does not deal in-depth with Green Patent Classification systems, 
such as WIPO’s Green Inventory, the OECD’s ENV-TECH or the European Patent 
Office’s (EPO) Y-tags. The Y-tagging schemes were developed by experts from within 
the EPO with the help of several external partners that also provided specialists to 
evaluate the technologies [19].  Y-tags are metadata tags used to categorise and identify 
IP assets, particularly in relation to environmental sustainability. This categorization 
supposedly helps to promote the visibility and accessibility of eco-friendly inventions, 
however, they are not without flaws. As Modic et al. noted [20], current indicators of CE-
related (technical) innovations exclude patent documents we need for CE innovation 
management and public policy research questions. How to efficiently and uniformly 
identify sustainable inventions within patent databases, thus remain a challenge for the 
future.  
 
IP Monitor could be more proactive in addressing gaps in the recognition and 
classification of sustainable technologies within patent databases. Developing a more 
comprehensive framework for identifying and tagging eco-friendly innovations will help 
businesses, researchers, and policymakers make better use of IP data for sustainability-
driven decisions. By refining its categorization systems and fostering a collaborative 
environment for users, IP Monitor can further contribute to both sustainable digitalisation 
and digitalisation for sustainability. 
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Abstract: This paper explores the relationships between digital transformation, economic performance, and 
environmental sustainability in the European Union (EU). By integrating key macroeconomic indicators, such as GDP 
per capita, unemployment rates, and digital engagement metrics like the Digital Economy and Society Index (DESI), 
the study employs cluster analysis and Principal Component Analysis (PCA) to uncover significant correlations and 
patterns among EU member states. Findings indicate a strong positive correlation between digital transformation and 
economic performance, with countries exhibiting higher GDP per capita also demonstrating greater internet usage 
and digital engagement. Conversely, the study reveals a complex interrelationship between unemployment rates and 
CO2 emissions, suggesting that economic activities associated with high CO2 emissions may lead to an increase in 
unemployment, the alternative of which would be investment in renewable energy sources and digital transformation 
to create new jobs. 
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1 Introduction 
 
Digital transformation is inevitably important in today's fast-growing technological environment. 
However, the aspect of observing the impact of digital transformation on the state of the economy 
is missing. Citizens should be more satisfied when they have access to digital services [1], whether 
from the state or private companies. After the COVID-19 pandemic [2], most services were 
digitized in order to be available to users at all, because otherwise the delivery of such services 
would be denied and users would probably be largely dissatisfied. 
 

2 Literature overview 
 
Digital transformation includes the integration of digital technologies into various aspects of 
society and economy, reshaping how organizations operate and deliver value to customers [3]. A 
growing body of literature has explored the relationship between digital transformation and 
economic growth. For instance, digital technologies have the potential to enhance productivity and 
innovation [4], which are crucial drivers of economic growth. Their work highlights that while 
digital tools can lead to significant efficiency gains, disparities in access and adoption can 
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exacerbate economic inequalities across different regions and sectors. 
 
In the context of the European Union (EU), various studies have documented the progress of 
digitalization and its economic implications. The European Commission (2020) emphasizes the 
importance of a robust digital economy for sustainable growth, outlining strategies to improve 
digital infrastructure and skills across member states. Additionally, the assumption is that 
digitization is the basic setting for ensuring sustainable growth [5], and that digital innovations 
themselves achieve long-term growth. However, despite these advancements, the exact connection 
has not yet been confirmed with certainty. 
 

3 Methodology 
 
The research process begins with selecting the necessary variables for constructing a 
comprehensive model that captures the relationship between digital transformation and key 
macroeconomic indicators. The first step involves identifying indicators that reflect the state of 
digitalization in society [6], such as the rate of internet users and the Digital Economy and Society 
Index (DESI), which measures the performance of EU countries in terms of digital 
competitiveness. Alongside these, main macroeconomic variables such as GDP per capita in 
Purchasing Power Standards (PPS) and the unemployment rate [7] are selected to represent the 
economic performance of the society. To extend the analysis towards sustainable growth, additional 
variables are incorporated to capture environmental and green development dimensions. Indicators 
such as CO2 emissions per capita and the share of renewable energy resources [8] in total energy 
consumption are used to represent the sustainability aspect of economic growth.  
Given the diversity and varying nature of these variables [9], a two-stage cluster analysis is 
employed, complemented by Principal Component Analysis (PCA) to handle the complexity [10]. 
In the first stage, PCA is used to reduce dimensionality and identify the most relevant features 
while maintaining data variability. A preliminary cluster analysis then examines the correlation 
coefficients among the selected variables to uncover potential relationships and patterns. This step 
helps to discern clusters of variables that may exhibit significant associations, guiding the 
identification of key indicators for digitalization, macroeconomic performance, and sustainable 
growth. 
Following the initial analysis, a second-stage cluster analysis is carried out to refine the model by 
excluding irrelevant or weakly correlated variables. The refined set of variables provides a more 
robust framework for understanding the connections between digital transformation and economic 
outcomes. To integrate the selected variables from the domains of digitalization and 
macroeconomics, a mapping of coefficients is used to visualize and assess the significance of their 
interactions. Through this approach, the study aims to uncover the dynamic relationships and 
provide insights into how digital factors contribute to sustainable economic growth in EU countries. 
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4 Results 
 
 

Most of the data was collected through Eurostat and refers to the year 2023. Only the data on 
unemployment have already been adjusted for seasonality and are available as such on Eurostat. 
The DESI indices were taken from the website European Commission. Data on CO2 emissions 
were obtained from edgar.jrc.ec.europa.eu, with data from non-independent territories also 
included alongside data for home countries. Data on the share of renewable energy sources were 
collected from the Energy Institute - Statistical Review of World Energy portal. 
 
 
 

Table 1 Data about clusters 
 

Cluster 
GDP per 
capita in 

PPS 

Unemploy
ment rate 

(%) 

CO2 per 
capita (%) 

Share of 
renewable 

energy sources 
(%) 

Internet 
users (%) 

DESI 
index 

0 123 5.4 6.65 84.48 96.34 75.18 

1 118 5.6 7.18 33.06 96.76 67.05 

2 64 4.4 5.86 25.91 88.18 43.79 

3 95 5.5 5.83 20.22 91.59 59.76 

4 91 2.7 8.52 14.87 94.83 65.93 
 
 
Table 1 shows a table where there are five clusters (0 to 4) based on different socioeconomic 
indicators. Cluster 0 stands out as the strongest with a GDP per capita of 123 PPS, an 
unemployment rate of 5.4%, CO2 emissions (6.65%) and a high share of renewable energy sources 
(84.48%). Cluster 0 has the highest DESI index, which indicates that the countries in that cluster 
have achieved high levels of digital transformation. Cluster 1 has similar indicators, while cluster 
2 shows the lowest economic strength with a GDP of 64 PPS, but also the lowest unemployment 
rate (4.4%).  
 
Table 1 shows that the first cluster is the one with the highest income, the highest DESI index, and 
the most Internet users, which indicates that it is obviously the country with the greatest economic 
prosperity. The combination of the given inputs suggests that if the country implements a digital 
transformation, the given investments will be returned in the form of an increase in GDP per capita 
and a decrease in unemployment. Investing in technological infrastructure means reducing costs 
and increasing efficiency in the future. Considering that by increasing efficiency, the worker can 
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produce/deliver more in the same unit of time, the income from the labor of the working individual 
increases, and this increase has been seen through GDP per capita. 
 
Cluster 4, although it has the lowest unemployment (2.7%), and the lowest share of renewable 
sources (14.87%). This analysis points out interesting trade-offs between economic performance, 
environmental impact and digital inclusion, which can help formulate sustainable development 
policies. 
 

 
Figure 1 Distribution among clusters 

 
Fig. 1 shows the distribution among the clusters, so the first cluster contains 4 countries, while the 
second cluster contains 12 countries and it is the largest cluster. The third cluster has 5 and the last 
cluster has 7 countries. 
 

 
Fig. 2 shows the map of correlations between variables. Thus, PCA1 significantly correlates with 
indicators that indicate more successful economies. This is especially indicated by the correlation 
with GDP per capita in PPS with a coefficient of 0.86, which is a very strong connection. 
Significant correlations with the variables internet users with 0.81 and DESI index 0.77 are also in 
favor. 
PCA2 significantly correlates with the unemployment rate 0.84. Also, the correlation between CO2 
per capita and PCA2 is in a negative relationship and amounts to -0.64, which indicates that it is 
an economy that depends on the CO2 footprint. There is also a negative correlation between CO2 
and the unemployment rate. On the other hand, CO2 and GDP per capita correlate 0.5. 
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Figure 2 Correlation map 

 
It is important to consider the context in which this correlation occurs. For example, in industries 
that are heavy polluters - probably traditional economies, reducing CO2 emissions can lead to 
reduced production and, potentially, increased unemployment. However, in other sectors, such as 
renewable energy or digital transformation, reducing CO2 emissions can create new jobs. Stopping 
economic activity in sectors of the traditional economy would probably direct workers and 
investments towards green technologies, which would increase unemployment in the short-term, 
which would return to the natural rate of unemployment in the long-term. 
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GDP per capita correlates with PCA1 with a coefficient of 0.86, while Internet users correlate with 
PCA1 in the amount of 0.81. The unemployment rate correlates with 0.84 on PCA2. All coefficients 
exceed 0.80, which is very close to the upper limit of positive correlation, therefore precisely those 
variables that have the greatest impact on PCAs were selected from the second step of cluster 
analysis in order to get a more detailed insight into the data with those variables included in the 
model. 
 

 
 

Figure 3 Clusters in PCA space 
 

Fig. 3 shows the distribution of EU countries according to PCA1 and PCA2. It is obvious that 
PCA1 represents countries that are economically much stronger than the countries located on the 
ordinate symbolized by PCA2. 
 
The complex relationship between socioeconomic indicators and sustainability in EU countries is 
analyzed through four figures. Table 1 indicates the differences between clusters, with cluster 0 not 
only showing the strongest economic indicators, but also high integration of renewable energy 
sources with very good other indicators, which can be a model for future development. Table 1 
reveals that the largest cluster (Cluster 2) includes numerous countries with lower economic 
performance, suggesting that there is a need for targeted policies to empower these countries and 

137



improve their positions.  
Fig. 2 explores the correlations among the variables, highlighting that high CO2 emissions can be 
associated with economic activities that lead to increased unemployment, raising the question of 
how to strike a balance between environmental sustainability and economic growth. Fig. 3 further 
separates countries by economic strength, indicating potential strategies for improving those that 
are disadvantaged.  
 
 

 
 

Figure 4 Pairplot of clusters 
 
The graph in Fig. 4 shows a pairplot that visualizes the relationships between different economic 
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and social characteristics of countries, i.e. selected variables for the model, such as GDP per capita, 
unemployment rate, CO2 emissions, share of renewable energy sources, Internet users and DESI 
index, and the colors of the points indicate cluster groups.  
The diagonal contains a histogram of the distribution of each feature, while the other graphs show 
the interrelationships between them, allowing the identification of similarities between countries 
within a cluster. This graph reveals several clusters of countries with clear connections between 
features, as well as differences in their characteristics. 
 
It can be seen from the dispersion of clusters when observing GDP per capita in PPS and Internet 
users that a similar result of data clustering is repeated. When we have internet users on the ordinate 
and GDP per capita on the abscissa, we can see that the correlation is stronger, and vice versa when 
GDP per capita is on the ordinate and internet users on the abscissa, the points are very narrowly 
scattered. 
 
Fig. 5 indicates that all observed countries have over 86% of internet users. It can be clearly seen 
that if the direction were drawn it would lean to the right. It directly shows that with the increase 
in GDP per capita, the number of internet users also increases. In addition to the two outliers shown 
in the second chart.  
 
Clusters with greater economic power also have the highest percentage of Internet users. Then 
follows the next cluster with the average amount of Internet users and the average amount of GDP 
per capita, and the cluster with the lowest observed GDP per capita and the lowest percentage of 
Internet users.  
 
In the case without outliers, the clusters are ideally arranged in relation to the centroids and the 
differences between the clusters are more clearly visible. If we look at the outliers, which fall into 
a separate cluster, they are actually outliers due to the GDP per capita variable. 
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Figure 5 Clusters with reduced number of variables 
 
The findings imply that higher GDP per capita correlates with greater internet usage, potentially 
influenced by factors like economic development and technological infrastructure. That also can 
be seen on Fig. 4 where the DESI index and GDP per capita make a graph. Countries with a higher 
DESI index have a higher GDP per capita because the cluster density increases with an increase in 
GDP per capita and the DESI index. Further exploration is necessary to understand each cluster's 
drivers behind these trends, for example which segments of technological infrastructure have been 
improved or invested in. That can significantly contribute to understanding how to make policies 
better and allocate investments to reach sustainable macroeconomic growth. 
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Conclusions  
 
The analysis of the correlation matrix, as illustrated in Fig. 2, underscores the intricate relationships 
between digital transformation, economic performance, and environmental sustainability across 
EU countries. The findings reveal that PCA1 is significantly correlated with key economic 
indicators, most notably GDP per capita (0.86), the number of internet users (0.81), and the Digital 
Economy and Society Index (DESI) (0.77). This strong correlation indicates that countries 
excelling in digital transformation tend to have higher economic output and digital engagement 
among their populations, reinforcing the idea that digital tools can drive productivity and 
innovation. 
Conversely, PCA2 correlates positively with the unemployment rate (0.84) and negatively with 
CO2 emissions per capita (-0.64). This suggests a complex interplay where regions with higher 
unemployment rates may also exhibit higher CO2 emissions, hinting at economic activities that are 
not aligned with sustainability. These correlations raise critical questions about the balance between 
economic growth and environmental responsibility, suggesting that policies aimed at reducing CO2 
emissions might unintentionally affect employment in traditional sectors. 
Moreover, the negative correlation between CO2 emissions and unemployment rate reinforces the 
need for strategic policy interventions. For instance, while reducing emissions is vital for 
sustainability, such efforts should be coupled with initiatives that create new job opportunities, 
particularly in green technologies and industries. This insight is crucial for formulating policies 
that not only aim for environmental goals but also prioritize economic stability and employment. 
The findings from Fig. 2 highlight the necessity for EU policymakers to adopt a holistic approach 
in addressing the challenges of digital transformation and sustainable growth. By fostering a digital 
economy that supports environmental sustainability, EU countries can create a synergistic effect 
where economic performance, job creation, and ecological integrity are enhanced simultaneously. 
In summary, the correlation analysis presents a compelling case for the integration of digital 
transformation strategies with macroeconomic and sustainability objectives. Correlations show the 
impact of digital transformation on the economy. In order to successfully integrate new 
technological achievements, it is necessary to analyze in more detail the successful countries in the 
application of digitization. Policymakers should leverage these insights to develop tailored 
interventions that address the unique characteristics of each member state, ultimately fostering a 
resilient and sustainable macroeconomic landscape across the European Union. 
It should also be emphasized, as previously mentioned in the paper, that the strategy of reducing 
the carbon footprint can create new jobs that can offer greater added value to GDP. 
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Abstract: Operating computers, networks, and data centers involve use large amounts 
of electricity. Data centers and data transmission networks each account for 1-1.5% of 
global electricity use. Their environmental impact will depend on the geographical 
location and the electricity mix. This study aimed to illustrate the effect of geographical 
location on the environmental impact of electricity use of data center to showcase how a 
difference in electricity mix profile can impact the GHG emissions of a data center. The 
data for Slovenia and Serbia demonstrates the effect of vastly different electricity mixes, 
as these two countries' electricity profiles vary greatly. In the case of the electricity use 
of 50 MWh, the life cycle electricity GHG emission factor is 4.4 times higher in Serbia 
compared to Slovenia due to the main share of thermal power plants.  
 
 
Key Words: data centers, sustainability, GHG emissions, life cycle approach, electricity 
use 
 

1 Introduction  
 
Digital information has encountered explosive growth, and data centers present the core 
infrastructure and the information backbone of an increasingly digitalized world [1–3]. 
The Information and Communication Technology (ICT) sector has gained much attention 
in connection with climate change; as our dependency on digital services grows, so do 
the concerns that the ICT sector's GHG emissions may follow [4]. Digital services such 
as video streaming, social media, big data, cryptocurrency mining, artificial intelligence, 
and digitalization of business processes and production flows are leading to more and 
more data being stored and processed in data centers, resulting in the dynamic growth of 
data center capacities [5, 6]. Data centers are carbon-intensive enterprises due to their 
massive energy use, and it is estimated that the data center industry will account for 8% 
of global carbon emissions by 2030 [7]. Malmodin in Lundén [8] estimated that the IT 
sector's carbon footprint is 730 Mt CO2-equivalents (CO2-eq) or 1.4% of global 
emissions. Recently, Freitag et al. [9] stipulated that the proportion of the IT sector's share 
of global greenhouse gas (GHG) emissions could be around 2.1–3.9% when the full life-
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cycle and supply chain of IT products and infrastructure are considered. Despite the 
extensive technological development we encounter every day, the life cycle of IT 
equipment is associated with several negative environmental impacts. The generation of 
e-waste is expected to increase to 74.7 Mt in 2030. In addition, the operation of 
computers, networks, and data centers involves use of large amounts of electricity [6]. 
Data centers and data transmission networks each account for 1-1.5% of global electricity 
use [10]. 

The concept of sustainable information technologies has gained increasing attention 
in recent years due to the growing awareness regarding sustainability and the 
environment. According to the Green Software Foundation (GSF) the first principle goal 
is to emit as little carbon (GHG) as possible per unit of work. Therefore, developing green 
software means producing software that uses the least energy. Measuring an application's 
energy use and evaluating the efficiency of hardware use is essential. The energy used 
has different impacts based on carbon intensity. The latter varies depending on where and 
when the relative energy is used [6]. The energy efficiency of data centers is constantly 
increasing, to the point that an increase in computing workload of 550% from 2010 to 
2018 has resulted only in a rise in energy demand of 6% [11, 12]. 

As data centers use a lot of electricity, their environmental impact will depend on the 
geographical location and electricity mix. The GHG emissions factors for electricity use 
can be determined on a national level following an activity-based (IPCC) approach and 
life cycle approach) [13]: 

- Activity based approach (IPCC): 
o CO2 emission factor is provided only for CO2 emissions (in 

tCO2/MWh)  
o GHG emissions factor is provided for CO2, CH4 and N2O (in tCO2-

eq/MWh) 
- Life cycle approach (LC): 

o  GHG emissions factor is provided, accounting for GHG emissions, 
including CO2, N2O and CH4 (in tCO2-eq/MWh), including upstream 
(supply chain) emissions. 

This study aimed to illustrate the effect of geographical location on the environmental 
impact of electricity use of data center to showcase how a difference in electricity mix 
profile can impact the GHG emissions of a data center. 

2 Methodology 
The dataset for GHG emissions factors for national electricity from the EU Joint Research 
Centre was used. The dataset is available online for public use [14]. Three types of 
emission factors can be found in this dataset, following two approaches:  

- An activity-based (IPCC) approach and a life-cycle (LC) approach for EU 
countries, Clima-MED countries, Western Balkan & Türkiye, Other European 
countries (Switzerland, UK), and Other countries (i.e. Kazakhstan); 

- In the activity-based approach, an emission factor is provided for only CO2 
emissions (in tonnes CO2/MWh), and another emission factor is provided for 
GHG emissions, namely CO2, CH4, and N2O (in tonnes CO2-eq/MWh);  

- in the LC approach, an emission factor is provided accounting for GHG 
emissions, namely CO2, N2O, and CH4 (in tonnes CO2-eq/MWh), including 
upstream (supply chain) emissions [14]. 

145



 

 

The data for Slovenia and Serbia demonstrate the effect of vastly different electricity 
mixes as the electricity profile of these two countries varies greatly. An estimation of 50 
MWh of electricity use for a data center was used to calculate emission factors.  
 
Table 1: Emission factors for national electricity use for 2014 - 2021 [14]. 

Approach Unit/Year  2014 2015 2016 2017 2018 2019 2020 2021 
Slovenia           
IPPC CO2 tCO2/MWh  0.227 0.250 0.252 0.234 0.218 0.218 0.213 0.203 

IPCC GHG tCO2-eq/MWh  0.228 0.251 0.253 0.236 0.219 0.219 0.214 0.205 

LC GHG tCO2-eq/MWh  0.257 0.286 0.287 0.270 0.249 0.250 0.242 0.235 
  

 
        

Serbia          
 

IPPC CO2 tCO2/MWh  0.879 1.046 1.026 1.023 0.963 0.972 1.017 / 

IPCC GHG tCO2-eq/MWh  0.881 1.049 1.029 1.026 0.966 0.974 1.019 / 

LC GHG tCO2-eq/MWh  0.903 1.074 1.054 1.052 0.991 1.001 1.046 / 

 

3 Results 
 
3.1 The electricity production profile of Slovenia and Serbia  
In Fig1, electricity generation source profiles for Slovenia and Serbia are shown, which 
vary greatly between countries. The electricity in Serbia is mainly produced from thermal 
power plants (63.2%), followed by hydropower plants (31.3%), with wind power having 
2.8% share.  
 

 
Figure 1: Slovenia and Serbia electricity production mix. 

 
Slovenia's thermal power plant electricity production accounts for 23.7% share, while 
nuclear (41.1%) and hydropower (25.0%) are the two sources with the highest share. 
Additionally, solar power in Slovenia has 4.7% share [15, 16].  
 
3.2 GHG emission factors for electricity use in Slovenia and Serbia 
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Fig 2 shows the emission factors from electricity use. It can be seen that LC GHG 
approach yields higher values in both countries as it also includes the supply chain 
emissions. The GHG emissions from electricity generation depend on multiple factors, 
including conversion technology type, plant efficiency, fuel type and quality, fuel 
transport distance, local conditions (such as wind and solar resources) etc. [17]. Compared 
to Slovenia, Serbia has significantly higher emissions from electricity due to the main 
share of coal in the electricity mix profile. In 2020, the LC GHG emissions factor was 4.4 
times lower for MWh of electricity produced in Slovenia than Serbia. Slovenia has seen 
a slow decline in emission factors in 2014 – 2021 due to a larger share of renewable 
energy sources. 
 

 

 
Figure 2: Emission factors for CO2 and GHG emissions in Slovenia (above) and Serbia 

(below) for a data center using 50 MWh of electricity. 
 
The growth of data center services and the increase in electricity use highlight the need 
to pursue energy efficiency opportunities [18]. The carbon footprint of a data center is 
directly proportional to its efficiency and the carbon intensity of the location, which is the 
most crucial actor in terms of the total carbon footprint, which varies from less than 20 
gCO2-eq/kWh in Norway and Switzerland to over 800 gCO2-eq/kWh in Australia, South 
Africa and some parts of the US [19]. Based on the data from Rong et al. [1], servers and 
cooling systems present the most substantial energy-draining facilities in data centers. 
They account for a dominant share of the total operating costs. Reducing energy use for 
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servers and cooling systems is the key issue of the sustainable development of data 
centers. The energy saving measures will contribute differently to the energy saving to 
varying stages of data centers globally. The location (i.e., site selection of data centers) 
may lead to almost 12-15% off in total energy use. The construction of data centers may 
reduce energy use by 25-30%, especially when choosing low-power servers and auxiliary 
energy-saving devices. The operators of data centers can save about 10-15% of the total 
energy use by optimizing resource scheduling algorithms and management strategies [1].  
The International Energy Agency (IEA) stipulates that more efforts are needed to track 
data centers and data transmission networks and the main recommendations are [10]: 

- Improvement of data collection and transparency: sharing information about 
energy use can help inform energy analysis and policy making. National research 
programs can develop better modeling tools to improve understanding and 
forecasting of data centers and networks' energy and sustainability impacts.   

- Enactment of policies that encourage energy efficiency, demand response, and 
clean energy procurement: Governments can offer guidance, incentives, and 
standards to promote further energy efficiency, while regulations and price 
signals could help incentivize demand-side flexibility. 

- Support of the utilization of waste heat from data centers: Waste heat from data 
centers could help heat nearby commercial and residential buildings or supply 
industrial heat users, reducing energy use from other sources. 

- Reduction of life cycle environmental impacts: data centers and data transmission 
networks are also responsible for "embodied" life cycle emissions from raw 
material extraction, manufacturing, transport, and end-of-life disposal or 
recycling. 
 

According to Zhu et al., there is a need for highly efficient energy-conservation and 
carbon-emission technologies and strategies for effective control of data centers’ cooling 
systems [20]. The main decarbonization strategies identified are [20]: 

- Optimization of IT equipment, 
- Research and development of advanced cooling technologies; 
- The single energy-saving method is difficult to meet the goal of zero-carbon 

emission due to differences in geographical location, natural resources and 
economic basis. 

-  
Strategies to achieve sustainability in data centers have been through the use of renewable 
energy sources and waste heat recovery. From the software point of view, virtualization 
and optimal scheduling of algorithms is seen as a strategy to reduce energy use in data 
centers [21]. 

4 Conclusions 
Currently, most efforts regarding the sustainability of data centers are focused on energy 
efficiency. However, looking toward the future, the focus on sustainable data center 
operations will shift from the sole consideration of energy requirements to other 
sustainability indicators. Even though the main focus has been on GHG emissions, other 
indicators such as water scarcity should also be considered following the life cycle 
approach, which gives information through the whole data center life cycle. Because of 
the increasing energy use, the topic of waste heat utilization will play a central role and 
should be considered when selecting locations for data centers. Two main approaches to 
improve the sustainability of data centers are increasing energy efficiency and re-using 
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the energy wasted. The application of renewable sources and load scheduling should be 
considered to achieve sustainability goals. Strategically locating new data centers can 
reduce their environmental footprint as climatic factors can make some areas more 
favorable due to lower ambient temperatures, thus reducing cooling requirements which 
leads to reduction in both direct and indirect water consumption, as well as GHG 
emissions, associated with data center operation. Differences between countries are 
significant in terms of electricity mixes and resulting GHG emissions, with Serbia having 
five times higher emission factor per 1 kWh of electricity compared to Slovenia. As most 
data centers meet their electricity demands from the grid, the electricity mix plays a 
significant role in a data center's environmental footprint.  
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Abstract: Generative artificial intelligence (GenAI) has leveraged rapid change across 
all domains of human society. This paper investigates the emerging trends in GenAI using 
the patent analysis approach, which is the process of analysing patent documents to 
uncover innovation trends in a particular technology field. We utilise the Lens.org toolkit 
that merges patents and scholarly work on an open web platform. Results indicate a boom 
of patenting in GenAI in 2023 and 2024, with most patents in a legal status 'pending'. The 
top applicants are Microsoft and Adobe, and most of the applicants are from China and 
USA. The most frequently protected technical content are generative networks and 
learning methods. Association rule analysis was used to detect content that is often 
protected together, such as query formulation, querying, and result presentation. 
Additionally, it reveals how advancements in areas like probabilistic network 
architectures and convolutional networks are driving progress in adversarial learning.  
 
Key Words: generative artificial intelligence, Gen AI, patent analysis, Lens.org, text 
mining, patent landscape 

1 Introduction 
The development of Generative Artificial Intelligence (Gen AI) has evolved significantly 
over the past decade, with key milestones shaping its trajectory. One pivotal step was the 
advent of deep learning in the early 2010s, characterised by the use of convolutional 
neural networks (CNNs). Notable models like AlexNet demonstrated impressive 
performance in image classification, paving the way for more advanced generative 
models [5]. The introduction of Generative Adversarial Networks (GANs) by Goodfellow 
et al. [1] marked a breakthrough, enabling the generation of high-quality synthetic 
images. Additionally, an important category of generative models, Variational 
Autoencoders (VAEs), emerged during this period [4]. The next phase was ushered in by 
the transformer architecture [11], which facilitated the development of large-scale 
language models. During these years, models like GPT [9] demonstrated the ability to 
understand and generate human-like text. These models, leveraging massive datasets, 
achieved remarkable performance across various generative tasks. Today, Gen AI 
encompasses a wide range of applications, extending beyond text generation to include 
image synthesis, music composition, and more.  
 
Currently, GANs technology plays a pivotal role, particularly in tasks related to image 
and video generation. GANs have revolutionised fields like healthcare, art, and 
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entertainment through innovations in image synthesis, style transfer, and data 
augmentation. Key challenges of GANs include training instability, where models often 
face issues like non-convergence and mode collapse, leading to limited output diversity 
[1], [10]. Additionally, adversarial examples generated by GANs can mislead models, 
raising concerns about robustness and security [15]. GANs models were recently 
challenged by Denoising Diffusion Probabilistic Models introduced by Ho et al. [3]. 
Recent research demonstrated that diffusion-based methods could outperform GANs on 
image generation tasks, particularly in stability and diversity [8], [15]. 
 
Since GenAI is a subset of AI that specifically focuses on algorithms and models for 
generating new content— the patent areas for AI and GenAI differ significantly. In the 
main category, AI patents focus on algorithms such as machine learning, computer vision, 
and natural language processing (NLP), emphasising improvements in efficiency, 
scalability, and accuracy. In contrast, GenAI patents target models that generate new 
content, including GANs and large language models (LLMs), often involving novel 
architectures or training techniques for producing high-quality synthetic data, text, and 
images. AI patents have a broad range of applications across industries such as healthcare 
(for diagnostics), predictive analytics, and financial trading. Computer vision-related 
patents include tasks like facial recognition, autonomous driving (e.g., object detection), 
and security systems (e.g., surveillance). On the other hand, GenAI patents focus on 
content generation, encompassing text generation (e.g., chatbots and writing), image and 
video synthesis, and audio generation (e.g., music composition and speech synthesis).  
 
The use of patent analysis to explore emerging technological trends can provide valuable 
insights into the direction of AI innovations and the domains of their applications. Key 
expectations from such analysis include identifying leading innovators, tracking 
geographical trends, predicting technological roadmaps, and understanding 
commercialisation potential. Gen AI patent documents (GenAI PDs) started in 2003, with 
a threshold of 200 patent documents in 2024. McKinsey's study in 2023 identifies 
numerous applications of Gen AI across 16 business functions, which could potentially 
generate up to $4.4 trillion in annual economic benefits when implemented across various 
industries [7]. This figure, in addition, represents a 15% to 40% increase over the 
estimated economic value that non-generative AI and analytics can unlock. Additionally, 
Gen AI has been shown to perform over 2,100 detailed work activities across more than 
800 occupations. Overall, this highlights an economic potential of $17.1 trillion to $25.6 
trillion for AI contributions [7]. 
 
This research aims to gain comprehensive insights into the current state of Gen AI patents 
globally, with a particular focus on the technical content found within patent documents. 
By identifying key emerging trends related to patent families, companies, and 
geographical distributions, it becomes possible to forecast future applications of Gen AI, 
track the development of specific technologies, and assess the impact of Gen AI models 
on various industries in different countries.  
 
In the following parts of the paper, we first provide an overview and explanation of the 
applied methodology. Then, in the results section, we determine the characteristic 
timeline of Gen AI patent applications, identify the top applicants, extract key themes, 
and analyse the technical content protected in these GenAI PDs. This is followed by a 
discussion of the results and a chapter on conclusions. 
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2 Methodology 
First, the patent selection was made using the Lens toolkit, a free platform that enables 
patent searching and analysis from global databases (Lens.org, 2024). The following 
search string was used to search the Lens database on 30 September 2024: Title: 
("generative artificial intelligence") OR (Title: ("generative AI") OR (Abstract: 
("generative artificial intelligence") OR Abstract: ("generative AI"))). In that manner, we 
tracked the patent documents that mentioned the terms “generative AI” or “generative 
artificial intelligence” in their titles or abstracts. Next, we filtered the results to include 
only simple patent families, which originate from the initial patent document known as 
the priority documents. A simple patent family is a collection of patent documents that 
safeguard individual innovations across multiple countries. Therefore, the number of 
extracted simple patent families reflects the actual number of distinct patents in a field 
without duplicating the same patent documents in various countries. The authors 
extracted 271 simple patent families. We detected four of those simple patent families 
being duplicates. Therefore, they were excluded from the analysis, which left us with a 
total of 267 simple patent families, which were the basis for further analysis.  
 
Second, analysing patents followed, often referred to as the "patent landscape." First, the 
timeline is analysed using data on publication year, which indicates the date on which the 
respective patent office publishes the patent. Second, the authors analysed the main 
applicants for patents in the field. Third, patents were distributed according to 
jurisdictions, and the type of patent documents were described.  
 
Third, a technical content analysis of GenAI PDs was conducted, which involved 
analysing the titles of the patents using a text-mining approach and conducting an in-
depth analysis of the patents according to the International Patent Classification (IPC). To 
explore the content of GenAI PDs, authors have extracted frequent phrases and topics 
from GenAI PDs. The extraction was made based on GenAI PDs’ titles, abstracts and 
keywords, using WordStat Provalis ver 8. Stemming, lemmatisation, and exclusion of 
words with little semantic value were conducted as part of text preprocessing before 
performing the extraction of phrases and topics. Finally, the technical content of GenAI 
PDs was analysed according to the International Patent Classification (IPC) system, 
which assigns IPC codes to patent documents to indicate the protected technical content. 
In this research, the analysis of the patent documents has been conducted according to the 
group level of the IPC system, which is the most detailed level of the IPC system. Finally, 
we used association rules to conduct and analyse the IPC codes, with the goal of 
identifying the heterogeneity of technical content in patents related to Gen AI. 

3 Results 
3.1 Timeline of Gen AI patent documents   
The first simple patent families with the term “generative artificial intelligence” or 
“generative AI” in title, abstract or claim were protected in 2003 and 2004 with the title 
“Methods and systems for automated property valuation”, which are both currently 
discontinued. Although both had the same title, they were different in their object of 
protection. The first patent, applied in 2003, involved training a fuzzy-neural network to 
estimate property values with a system based on fuzzy logic and neural network rules, 
while the second patent, applied in 2004, combined multiple valuation processes, such as 
AI-driven fuzzy-neural networks for property value assessment. After that, for 18 years, 
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there were no patents in the domain of Gen AI, and the first patent after this long break 
was the patent “Content generation using target content derived modelling and 
unsupervised language modelling”, legally protected in 2021. Table 1 presents the current 
legal status of GenAI PDs, among which most are still pending (68.91%) and were mostly 
applied in 2024. This indicates a striking trend of rapid patenting in the Gen AI domain. 
Active patents account for 27.34%, while a relatively low number of patents are 
discontinued, unknown, or expired. This distribution highlights that the majority of 
GenAI patent applications have been filed in the last two years, reflecting the rapid 
development and interest in protecting intellectual property in this emerging field. In 
2024, the boom of patenting applications in the Gen AI domain emerged, with a total of 
190 patent families, among which 134 are pending, 50 are active, and the rest are 
unknown or discontinued.  

 
Table 1: Gen AI patent documents according to legal status – until 30 September 2024 
Legal status Year # of Simple 

Patent Families 
Structure 

in % <=2021 2022 2023 30 Sept., 
2024 

pending 0 1 49 134 184 68,91% 
active 1 2 20 50 73 27,34% 
unknown 0 0 0 5 5 1,87% 
discontinued 0 0 2 1 3 1,12% 
expired 2* 0 0 0 2 0,75% 
Total 3 3 71 190 267 100,00% 

Note: * two patents expired in 2003 and 2004 

3.2 Applicants of Gen AI patent documents   
Table 2 shows key applicants who are working in the technological field of Gen AI. 
Microsoft and Adobe are leaders in the field. Some of the Gen PDs applied by Microsoft 
are related to generative networks, such as patents titled “Artificial intelligence prompt 
processing and storage system” or “Generative artificial intelligence development 
system". On the other hand, Adobe applied several GenAI PDs related to image data 
processing or generation in general, such as patents titled “Patterned glyph using Gen 
AI” or “Target scene synthesis using generative AI”. 
 

Table 2: Top 10 Applicants of GenAI PDs – until 30 September 2024 

Top 10 Applicants # of Simple Patent 
Families 

MICROSOFT TECH LICENSING LLC 11 
ADOBE INC 8 

SAV COM LLC 6 
URP CO LTD 6 

ALIPAY HANGZHOU INF TECH CO LTD 6 
MCCARSON BRIAN 4 

THE MATRIX CO LTD 4 
BEIJING BAIDU NETCOM SCI & TECH CO LTD 4 

JINAN MINGQUAN DIGITAL COMMERCE CO LTD 4 
ZHEJIANG ZEEKR INTELLIGENT TECH CO LTD; 

GEELY HOLDING GROUP CO LTD 
4 
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Table 3 presents the publication timeline of Gen AI patents across jurisdictions. In the 
current year, 2024, among the observed jurisdictions, most GenAI PDs have been 
published in China and the fewest in Taiwan. These results indicate a recent surge in Gen 
AI. 
 

Table 3: GenAI PDs according to jurisdiction over time – until 30 September 2024; 
Note: CN - China, US - the United States, KR - South Korea, WO - the World 
Intellectual Property Organization, GB - Great Britain, AU - Australia, EP - the 

European Patent Organization, CA - Canada, and TW - Taiwan 
 Jurisdiction 
Year CN US KR WO GB AU EP CA TW Total 

>=2021 0 1 0 0 0 0 0 0 0 1 
2022 1 1 0 1 0 0 0 0 0 3 
2023 48 12 5 2 2 0 1 0 1 71 

30 September, 2024 70 73 25 13 5 2 1 1 0 190 
Total 119 87 30 16 7 2 2 1 1 265 

3.3. Topics of Gen AI patent documents 
Table 4 shows the most frequent phrases in Gen AI PDs’ titles extracted by Wordstat that 
occurred in 20 or more GenAI PDs. The keywords that were used in the search string 
(“generative artificial intelligence” and “generative AI”) were excluded from the phrase 
list to derive more focused results. The most frequent phrases are systems and methods, 
data set, natural language and real-time. Most of the phrases indicate the technology being 
used, such as natural language, deep learning, machine learning, and neural networks. At 
the same time, only a few were related to the application domain, such as operation and 
maintenance, electronic equipment, and technical data. This rather generic result is 
expected since we focused on the most frequent phrases. 
 

Table 4: Phrases in GenAI PDs (20+ frequency) 

 Phrase FRE
Q 

NO. 
CASES 

% 
CASES 

TF • 
IDF 

SYSTEMS AND METHODS 53 35 13,11% 46,8 
DATA SET 42 13 4,87% 55,1 
NATURAL LANGUAGE 41 23 8,61% 43,7 
REAL TIME 37 21 7,87% 40,9 
REAL ESTATE 28 1 0,37% 67,9 
DEEP LEARNING 27 13 4,87% 35,4 
MACHINE LEARNING 23 16 5,99% 28,1 
NEURAL NETWORK 22 13 4,87% 28,9 
AI MODEL 21 10 3,75% 30 
MULTI MODAL 21 12 4,49% 28,3 
OPERATION AND 
MAINTENANCE 21 4 1,50% 38,3 

COMPUTING SYSTEM 20 8 3,00% 30,5 
ELECTRONIC EQUIPMENT 20 16 5,99% 24,4 
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To gain more in-depth insight into the topic of GenAI PDs, we have used WordStat ver 8 
for topic extraction. Table 5 identifies key topics extracted from GenAI PDs, revealing a 
strong focus on "Real-Time" operations and "Machine Learning" interfaces as central 
themes in AI innovation. The topic "Response Generation" has the highest frequency, 
suggesting a major focus on generating AI-driven responses to user prompts and queries. 
Other significant topics include systems and methods for automation, natural language 
processing, and AI model training, emphasising the technological advancements in real-
time AI applications, machine learning, and model development. 
 

Table 5: Topics extracted from Gen AI patent documents 
# TOPIC KEYWORDS FREQ CASES 

1 REAL 

REAL; TIME; MAINTENANCE; OPERATION; EFFICIENCY; 
IMPROVED; ACCURACY; CONTROL; INVENTION; 
TECHNOLOGY; FIELD; LARGE; METHOD COMPRISES; 
TECHNICAL FIELD; DATA SET; FIELD OF ARTIFICIAL 
INTELLIGENCE; LARGE LANGUAGE MODEL; 
ELECTRONIC EQUIPMENT AND A STORAGE; REAL TIME; 
BASED ON A GENERATIVE ARTIFICIAL; DEEP LEARNING;  

224 89 

2 
MACHINE 
LEARNING 
INTERFACE 

MACHINE; INTERFACE; LEARNING; CONFIGURED; 
PROCESS; DIGITAL; COMMUNICATION; PLURALITY; 
MODELS; BASED; MACHINE LEARNING; DEEP 
LEARNING; USER INTERFACE; LEARNING MODEL; AI 
MODEL;  

206 108 

3 
QUESTION 
AND 
ANSWER 

ANSWER; QUESTION; COMPUTER; KNOWLEDGE; FIELD; 
ANALYSIS; RESULT; OBTAINING; TECHNICAL FIELD; 
PREDICTION RESULT; QUESTION AND ANSWER; 
ANALYSIS METHOD; COMPUTER PROGRAM;  

108 46 

4 
SYSTEMS 
AND 
METHODS 

METHODS; SYSTEMS; AUTOMATICALLY; RELATED; 
GENERATING; SYSTEMS AND METHODS; SYSTEMS AND 
METHODS FOR AUTOMATICALLY; EXPERTISE THAT IS 
TRADITIONALLY NEEDED; GENERATING PREDICTIVE; 
GENERATIVE AI SYSTEMS AND METHODS; GENERATIVE 
ARTIFICIAL INTELLIGENCE THAT REQUIRES; REQUIRE 
THE TECHNICAL SKILLS; GENERATIVE ARTIFICIAL 
INTELLIGENCE PIPELINES; METHODS AND SYSTEMS; 
SUGGESTING A RELATED;  

152 70 

5 NATURAL 
LANGUAGE DATABASE; NATURAL; NATURAL LANGUAGE;  101 8 

6 MODULE 

MODULE; MANAGEMENT; INTELLIGENT; VEHICLE; 
SYSTEM; CONTROL; SYSTEM BASED; SYSTEM 
COMPRISES; MANAGEMENT SYSTEM; METHOD AND 
SYSTEM BASED; COMPUTING SYSTEM; VEHICLE 
INFORMATION; GENERATIVE AI MODULE; UTILIZING 
GENERATIVE ARTIFICIAL INTELLIGENCE;  

207 68 

7 RESPONSE 
GENERATE 

RESPONSE; GENERATE; LANGUAGE; PROMPT; 
ASSOCIATED; USER; QUERY; NATURAL; CONTENT; 
RECEIVING; MODEL; GENERATED; BASED; TEMPLATE; 
GENERATING; INPUT; SEARCH; AI MODEL;  

697 212 

8 IMPROVED 

IMPROVED; EQUIPMENT; OBTAINING; ACCORDING; 
PRESET; TARGET; OBTAIN; INVENTION; INITIAL; 
ELECTRONIC; REQUEST; EFFICIENCY; METHOD 
COMPRISES; TECHNICAL FIELD; ELECTRONIC 
EQUIPMENT; DATA SET; ELECTRONIC EQUIPMENT AND A 
STORAGE; FIELD OF ARTIFICIAL INTELLIGENCE; MODEL 
TO OBTAIN; ACCORDING TO THE INVENTION; 
INFORMATION TO OBTAIN;  

329 119 

9 UNIT 
UNIT; SERVER; PROVIDING; GENERATES; SERVICE; 
DISCLOSED; TERMINAL; GENERATION UNIT; METHOD 
FURTHER INCLUDES GENERATING; SERVER INCLUDES; 

158 63 
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SERVICE USING GENERATIVE; USER TERMINAL; 
PRESENT DISCLOSURE; AI MODEL; ACCORDING TO AN 
EMBODIMENT;  

10 TRAINING 

TRAINING; DATA; FEATURE; PERFORMING; NETWORK; 
ACCURACY; SET; OBTAIN; MODEL; HIGH; TRAINED; 
OBTAINED; OBTAINING; DEEP; INPUTTING; RESULT; 
GENERATIVE; TEXT; GENERATIVE ARTIFICIAL; AI 
MODEL;  

650 171 

3.4. Technical content protected together with Gen AI patent documents  
Figure 1 shows the most frequently protected content by GenAI PDs according to the IPC 
system. The most frequently protected content of GenAI PDs is computing arrangements 
based on biological models, particularly Generative networks (G06N3/0475, 48 simple 
patent families). Generative networks - Learning methods (G06N3/08) were protected by 
38 simple patent families. A significant number of patent families were related to machine 
learning (G06N20/00; 35 simple patent families). Query formulation (G06F16/332, 31 
simple patent families) and querying (G06F16/33, 20 simple patent families) as part of 
file system structures were registered as well. Handling natural language data with 
semantic analysis (G06F40/30) was part of 24 simple patent families. 
 

 
Figure 3: IPC codes assigned to more than 10 Gen AI patent documents 

 
To detect the degree of heterogeneity of technical content related to GenAI, we have used 
association rule analysis. Table 4 shows eight association rules under minimal support at 
1% and minimal confidence at 40%, which indicate which technical content is frequently 
protected together with Gen AI patent documents. Rules one to four are expected because 
similar content is protected together, such as query formulation and querying. However, 
some interesting rules exist, such as rule five and rule six.  Rule number five indicates 
that fusion techniques for pattern recognition are registered together with feature 
extraction. Also, rule number six indicates that probabilistic or stochastic networks and 
convolutional networks are protected together with adversarial learning. 
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Table 6: Technical content frequently protected together with Gen AI patent documents 
No. Association rule Support 

% 
Confidence 
% 

1 IF G06F16/332 - Query formulation THEN G06F16/33 - 
Querying 5,62 48,39 

2 IF G06F16/33 - Guerying THEN G06F16/332 - Query 
formulation 5,62 75,00 

3 IF G06F16/338 - Presentation query results THEN 
G06F16/33 - Querying 2,62 87,50 

4 
IF G06F16/338 - Presentation query results THEN 
G06F16/332 - Query formulation AND G06F16/33 - 
Quering 

1,87 62,50 

5 IF G06F18/25 - Fusion techniques for pattern recognition 
THEN G06F18/213 - Feature extraction 1,12 42,86 

6 
IF G06N3/0475 - Architecture-Probabilistic or stochastic 
network AND G06N3/0464 - Architecture - Convolutional 
networks THEN G06N3/094 - Adversarial learning 

1,12 60,00 

7 
IF G06N3/08 - Learning methods AND G06F40/30 - 
Handling natural language data - Semantic analysis THEN 
G06F40/205 - Natural language analysis - Parsing 

1,12 75,00 

8 IF G06F16/332 - Query formulation AND G06F16/338 - 
Presentation query results THEN G06F16/33 - Quering 1,87 

83,33 
 
 

4 Conclusion 
The analysis of emerging trends in Generative Artificial Intelligence (Gen AI) patents 
reveals a significant rise in patent applications, particularly in the last two years, with 
most still pending. Leading technological developments focus on real-time operations, 
machine learning interfaces, and AI-driven response generation, emphasising the rapid 
expansion of Gen AI applications across industries. The surge in Gen AI patent filings 
reflects the growing interest in securing intellectual property related to generative models, 
learning methods, and natural language processing. The WIPO document analysis [13] 
highlights differences in the average annual growth of patent families related to Gen AI 
models from 2021 to 2023: diffusion models show growth exceeding 180%, LLMs grow 
between 140% and 160%, autoregressive models around 40%, VAEs slightly above 30%, 
and GANs between 10% and 20%.  While GANs patent families have experienced only 
moderate growth over the past three years, a similar slowdown is observed for VAE and 
autoregressive model patent families. In contrast, diffusion models and LLMs have 
demonstrated significantly higher growth rates during this period. 
 
Notably, the majority of patent applicants are from China and the USA, with companies 
like Microsoft and Adobe leading the field. The growth of Chinese patent claims can be 
partly explained by the characteristics of the Chinese language, particularly challenges 
like the lack of spaces between words and the ambiguity of characters. Diffusion models 
are highly effective in tasks requiring controlled output and are increasingly used in 
sectors such as government computing, smart cities, and life sciences. Patent filings for 
LLMs surged from 53 in 2020 to 881 in 2023, driven by the Gen AI boom led by chatbots 
like ChatGPT [13]. There is still a strong need to refine search-response scenarios in Gen 
AI, especially for complex user queries across different languages. The rise in patents 
from Chinese companies and universities reflects, we believe, the demand for AI 
adaptations suited for users utilising Chinese characters [12].  
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The topics identified in Gen AI patent documents primarily address issues related to 
response generation and training. Notably, research indicates that adversarial attacks on 
GANs pose significant risks in critical fields such as healthcare and autonomous driving, 
where inaccurate predictions can have serious consequences [6]. Therefore, the 
development of robust solutions for neural networks is crucial in mitigating these risks 
effectively. GANs often suffer from training instability, leading to the proposal of various 
methods, such as network regularisation and auxiliary adversarial example regulators, to 
address these issues [14]. In previous research, researchers have demonstrated that 
techniques like gradient penalties [2] and some others enhance GANs stability and 
improve output quality. Thus, it can be inferred that training, as a key concept in many 
new-gen AI patents, emphasises a focus on innovations aimed at enhancing the stability 
and accuracy of AI networks. 
 
Future research on the GenAI domain should include network analysis to discover 
connections between patent applicants from diverse sectors and countries, showing 
collaboration patterns and knowledge flow in the domain. Citation analysis should also 
be conducted to detect relationships between patents and explain how patents influence 
each other. 
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Abstract. In this paper, we focus on so-called anisotropic objects that have been dig-
itized using non-contact inspection methods, specifically 3D-scanning. These objects
are represented as point clouds or 3D structures, which we analyze using open-source
Python libraries. We explore established methods and introduce a new approach using
the trimesh library to improve the alignment between scanned and reference models.
Specifically, we study milling cutters, where first PCA is applied for pre-alignment and
then the cylindrical and threaded parts are extracted to support feature-based registra-
tion. We treat the 3D object as a topological manifold, and by carefully slicing it (similar
to surgery on manifolds), we identify key features that enable more accurate comparison
of scanned objects. By isolating and aligning these critical features, like the cylindri-
cal bodies and threaded sections, we can effectively manage the challenges posed by
anisotropy, which here refers to the object’s varying shapes in different directions. This
method enhances the accuracy and consistency of the final registration process, ensur-
ing more reliable alignment of complex 3D structures, as our ultimate goal is to detect
any differences between versions of milling cutters – such as one in perfect condition and
another that is worn out (with a particular focus in this article on emphasizing the im-
portance of detecting key features of the 3D object). Our approach advances data-driven
analysis by incorporating topological data analysis (TDA), which, while often abstract
and complex, plays a vital role in advancing digital transformation.

Keywords. Anisotropic Objects, 3D-Scanning, Feature-Based Registration, PCA, Topo-
logical Manifolds, Surgery on Manifolds, Digital Transformation

1 Introduction
There are two main ways to make objects: additive manufacturing, which is often called
3D printing, and traditional manufacturing, which uses tools and machines to cut, shape,
or assemble parts. Both methods have their own benefits and uses. No matter how an
object is made, it is important to check that the final product matches its design in terms
of size, shape, and other details. One common way to do this is by using contactless
inspection with optical and laser 3D scanners [1]. This method is popular because it can
quickly collect data without touching the object.
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In 3D scanning, creating a reference frame is crucial because it lets us compare the
scanned object to the reference model. The scan turns the object’s shape into a ‘point
cloud’, which shows the surface of the object [2]. By aligning this point cloud with the
model, we can spot any differences and check if the object meets its design specifications.
This alignment step is crucial for ensuring the final product works as it should, especially
for parts that must fit or work with other objects. The challenge is not only capturing the
surface details but also aligning them accurately with the design to make sure the part
functions properly, turning the idea into a real object [3].

In this paper, we focus on anisotropic objects, particularly milling cutters. Anisotropic
objects have properties that vary depending on the direction in which they are measured.
Mathematically, this means that their features, such as shape or material properties, are
not uniform in all directions. For example, a milling cutter have different structural and
geometric characteristics along its cylindrical axis compared to its radial direction [4],
[5]. Our case study aims to optimize computational methods to achieve the best possible
alignment between the scanned models and the reference models of milling cutting tools.

Since this work is part of a larger project [6], here we will focus only on feature-
based registration [7] by treating the 3D object as a topological manifold. A topological
manifold is a mathematical space that, on a small scale, resembles Euclidean space but
may have a different structure on a larger scale. In our case, this means that although the
object has a complex overall shape, small parts of it (such as the cylindrical or threaded
sections) can be studied and aligned as if they were simpler, flat surfaces [8], [9].

Carefully slicing the object, much like surgery on manifolds [10], [11], allows us to
isolate key features and effectively address the challenges posed by the object’s directional
variability. This approach improves both the precision and reliability of the registration
process, ensuring more accurate alignment of complex 3D models. Ultimately, the goal
of the project is to detect any differences between multiple versions of milling cutters,
such as comparing a new cutter with one that shows signs of wear; however, due to the
concise nature of this conference paper, we focus only on a small part of the procedure,
emphasizing the importance of topology, without delving into the full technical details of
the process.

By presenting both the theoretical foundations and practical applications of advanced
computational methods, this work seeks to make a valuable contribution to the fields of
metrology, precision manufacturing, and data analysis, with a focus on milling cutters
(case study). The results of our testing demonstrate the effectiveness of the proposed
solutions in enhancing the accuracy and efficiency of 3D object alignment for industrial
use. Furthermore, this approach strengthens data analysis through topology (TDA), a key
technique that plays an essential role in advancing digital transformation.

2 From Geometry to Topology: PCA-Driven Alignment
for Anisotropic Objects

Geometry and topology are closely related, yet distinct, with each focusing on different
aspects of objects. While geometry focuses on the shape and size of objects, topology
is concerned with how objects are connected and arranged, regardless of their precise
dimensions. In our work, we transition from geometric representations, such as point
clouds, to a topological approach, which provides deeper insights into the structure of
complex objects like anisotropic milling cutters.

162



Initially, geometric data, here a point cloud, is used to capture the shape of an ob-
ject. However, understanding the true nature of the object requires more than just its raw
shape. Topology – in this context, the study of how an object’s elements (vertices, edges,
and faces) are connected – is essential for capturing its structural properties. For example,
STL files, which we use as a final product in 3D scanning, describe an object’s surface
through a mesh of interconnected triangles. This connectedness is crucial in our case be-
cause milling cutters are anisotropic, meaning their features vary depending on direction.
Analyzing these features through topology allows us to better understand and manipulate
the object’s structure, ensuring that we maintain the integrity of its connections even when
the geometry might change due to scaling or some deformation.

To illustrate the significance of topology in mesh structures and how connectivity
plays a critical role in determining the quality and consistency of meshes, let us present
the following theorem.

Theorem 2.1 (Vertex Valence Uniformity in Manifold Meshes). In a uniformly con-
nected, manifold mesh represented by an STL file, the average vertex valence (V̄ ) is
closely related to the mesh’s average face degree (F̄ ), following the relation:

V̄ ≈ 2E

V

where V is the number of vertices and E is the number of edges in the mesh. For a mesh
composed exclusively of triangles (F̄ = 3), this simplifies to V̄ ≈ 6, assuming the mesh
is large and resembles a closed surface.

Proof. It is important to note that while many manifolds can be triangulated, there are
exceptions in higher dimensions (particularly 4 and above), as demonstrated by Ciprian
Manolescu in 2013 [12]. However, since we are concerned only with 2D surfaces embed-
ded in 3D space (as is common in mesh representations such as STL files), we can safely
assume that the manifolds we are working with can be triangulated. Therefore, without
loss of generality, we proceed under the assumption that the mesh is triangular.

The proof is based on the Euler characteristic for a closed manifold surface. For
a triangular mesh, each face has three edges, and every edge is shared by two faces.
Therefore, the total number of edges E can be related to the number of faces F by:
2E = 3F . Using Euler’s polyhedron formula for a closed surface, we have:

V − E + F = 2 (1)

Substituting E = 3F
2 into this formula and solving for the relationship between vertices

and edges, we derive the approximate value of V̄ , which is 6 for triangular meshes as F
becomes large.

This theorem states that in a well-structured manifold mesh, particularly those com-
posed of triangles, the average number of edges connected to each vertex (vertex valence)
converges toward a specific value – 6 in the case of triangular meshes, such as those in
STL files. It also implies that achieving stability requires working with large meshes,
which in turn demand efficient computational tools to manage. This is where PCA be-
comes crucial, as it allows us to handle high-dimensional data and align large, complex
meshes with precision and efficiency.

Principal Component Analysis (PCA) is a statistical technique used to reduce the di-
mensionality of high-dimensional data while preserving its most important features. In
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the context of 3D datasets, PCA is applied to identify the principal axes of inertia, which
represent the directions along which the data varies the most. This technique allows us to
align two objects by matching these axes, providing an initial guess for their relative ori-
entations. In its simplest form, the principal axes of inertia are given by the eigenvectors
of the covariance matrix I of the data:

Principal Axes of Inertia = {Eigenvectors of the covariance matrix I} (2)

where the covariance matrix I is defined as [13]:

I =

n∑
i=1

1

n

y2i + z2i −xiyi −xizi
−xiyi x2

i + z2i −yizi
−xizi −yizi x2

i + y2i

 (3)

By aligning the principal axes of inertia of two objects, we establish a rough align-
ment, which is crucial for the effective application of more precise iterative methods, such
as the Iterative Closest Point (ICP) algorithm.

For anisotropic objects like milling cutters, where features vary depending on direc-
tion, PCA is particularly useful. It provides a method to manage these directional varia-
tions, ensuring that the alignment accommodates the complex and non-uniform nature of
the object. The following images (see 1) illustrate the role of PCA in aligning anisotropic
objects. The image to the left shows the original meshes with their respective principal
axes of inertia, while the second image demonstrates the result after aligning the principal
axes, providing a rough initial alignment of the two objects.

Figure 1: Comparison of Meshes Bbefore and After PCA-based Pre-alignment

The Python library sklearn.decomposition.PCA allows us to efficiently calculate
the variance ratios, which provide insight into the anisotropy of the data. For instance,
the mesh: reference_sveder1_5.5.stl exhibits anisotropic behavior, with variance
ratios: [0.98940233, 0.00535538, 0.0052423].
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3 Circle Fitting and Feature Extraction in Milling Cut-
ters

In this section, we focus on the process of circle fitting and feature extraction in milling
cutters. Using Python, we successfully extracted the top section vertices and fitted circles
for both meshes, providing the foundation for identifying and isolating the cylindrical
and threaded parts of the cutters. The circle fitting was performed using a least squares
solution.

Based on the comparison of the top cross-sections, the centers and radii of the two
milling cutter meshes are nearly identical, with minimal differences. This outcome pro-
vides a decision-making point: if the cross-sections are sufficiently similar, we can pro-
ceed with the alignment process. However, if significant differences are found, it may
suggest that the inspected milling cutter does not match the corresponding model in our
database, prompting a search for a more suitable reference before continuing. The Figure
2 illustrates the results of this process.

The top cross sections are similar.
reference_sveder1_5.5.stl and sveder1_5.5_tr.stl
--------------------------------------------------
Cross-section comparison details:
center1 [ 0.08348513 -0.08294129]
center2 [ 0.0834852 -0.08294148]
center_difference 2.018695757564234e-07
radius1 2.729029887996431
radius2 2.7290298191175952
radius_difference 2.523931169502387e-08
centers_similar True
radii_similar True

Figure 2: Comparison of Circle Fitting for Two Milling Cutter Meshes

To ensure precise alignment, we first compute the translation needed to align the cen-
ters of the two fitted circles. This is done by calculating the transformation matrix that
translates the center of one mesh to match the center of the other, allowing us to apply the
transformation and align the two meshes before proceeding with further analysis.

After aligning the centers of the two fitted circles, we move on to extracting the cylin-
drical and threaded sections of the milling cutters. The cylindrical sections were extracted
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with 6,267 vertices each, and the cylindrical height was measured as approximately 56.7
units for both meshes (see Figure 3). This process, resembling surgery on a manifold,
allows us to precisely extract the cylindrical part, ensuring that the feature-based registra-
tion focuses on key geometric characteristics for more reliable alignment. Notably, we did
not use K-means or other advanced algorithms to extract the main features of our objects.
Instead, simple topology was employed, demonstrating the power of these techniques.
While advanced algorithms are often computationally expensive, topology and geometry
can efficiently reveal underlying structures in the data.

Figure 3: Extraction of the Cylindrical and Threaded Parts of Milling Cutters

The feature extraction process, including circle fitting and isolating the cylindrical
and threaded sections, enables precise alignment and comparison of anisotropic milling
cutters. Although the top section does not need to be perfectly circular, our method is
adaptable and can fit various shapes (predefined geometric primitives like circles, poly-
gons, etc.). Based on this, it can accurately extract the ‘cylindrical’ and threaded parts,
ensuring that the method effectively handles the complexities of varying shapes and pro-
vides a robust solution for detecting differences between scanned and reference models,
ultimately improving the reliability of feature-based registration.

4 Conclusion - Towards the Future Work
This study is a component of a broader initiative titled Optimizing Computational Tech-
niques for Precision Alignment of 3D Scanned Milling Cutters. Here, we focus on feature-
based registration by treating the 3D object as a topological manifold. This approach, in-
spired by concepts like surgery on manifolds, allows for the isolation of critical features,
such as cylindrical and threaded sections, when the object exhibits anisotropic behavior.
By leveraging this topological perspective, we have demonstrated an effective method for
aligning scanned models.

We acknowledge the valuable feedback from the anonymous referee, which empha-
sized the importance of testing our approach on objects that are not entirely identical.
However, this study intentionally focuses on cases where objects are nearly identical, as
we aim to establish a foundation for future applications of our Hausdorff metric. Specif-
ically, we seek to determine whether our implementation of this metric can detect even
the slightest discrepancies. This focus is crucial, as large variations are readily detected
by standard methods. The precision needed to distinguish such closely resembling objects
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is essential for the ultimate goal of this project: reliably identifying variations between a
new milling cutter and one showing signs of wear.

The results presented here represent only a portion of our overall research objectives.
Future work will expand beyond the current focus, incorporating more complex scenarios
and refining the techniques for larger-scale industrial applications. This work is a step
towards ensuring that the precision and reliability of alignment methods can meet the
demanding requirements of digital analysis in manufacturing.

5 Acknowledgments
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like to express our gratitude to them for providing the scans of milling cutters that allowed
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Abstract: In this contribution, we construct a simulation model that integrates several 
modelling methodologies. This model serves to simulate the dynamics of migration from 
source countries to the European Union via a series of border crossings on the Western 
Balkans route. By incorporating Agent-Based, System Dynamics and Discrete Event 
Simulation methodologies, we aim to comprehensively capture the complexities of 
migration processes. Our model provides a foundational framework for future 
development and enhancements in understanding migration dynamics. It enables us to 
explore various scenarios, assess the impacts of different factors, and potentially inform 
policymaking and intervention strategies related to migration management. 
 
Key Words: Simulation modelling, Agent-based modelling, Discrete event Simulation, 
Migrations, Refugees 
 

1 Introduction  
 
Human migration is a significant research topic with notable economic effects [1]. 
International migration has steadily increased since WWII. In 2020, about 281 million 
people lived outside their birth country for a year or more, representing only 3.6% of the 
global population. Europe hosts the largest migrant population at 87 million, followed by 
North America (59 million) and Northern Africa and Western Asia (50 million). While 
most international migrants reside in high-income countries, South-South migration has 
grown, with 36% of global migrants, or 82 million, residing in the Global South [2]. 
 
But not all migration is voluntary. In any given year, tens of millions of people move to 
escape political violence, war, hunger, deprivation, and the vagaries of climate change, 
becoming refugees, asylum seekers, or internally displaced persons. At the end of 2020, 
the number of »persons of concern« to the United Nations High Commissioner for 
Refugees (UNHCR) was 82.4 million (1 percent of world's population) [3][4]. 
 
Migration, migration flows, causes and their consequences are explained by various 
migration theories, which range in the fields of sociology, economics, anthropology, 
geography, demography, history, law, political sciences [2], and we can also add 
psychology. The factors influencing migration decisions and the choice of destination 
countries are extensively documented in numerous publications [5][6][7][8]. Further 
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literature describes research on regional migration systems [9][10][11], the impact of 
conflict on migration [12][13] and even extreme forms of violence such as genocide [14], 
security aspects of migrations [15][16], economic factors [17], and public opinion in the 
destination countries [18]. 
 
Previous studies on human migration generally make simplistic assumptions about the 
decision model of migration, or do not consider fluctuations in birth/death rates, age 
distributions as well as networks ties between countries. Because of that it is important to 
develop an agent-based model with recent economic trends, birth policy changes and 
climate trends in mind [19]. 
 
In our research we have focused on the Western Balkans route, which refers to the 
irregular arrivals in the EU through the region: Albania, Bosnia and Herzegovina, 
Kosovo, Montenegro, North Macedonia and Serbia [20]. Our model integrates several 
simulation modelling methodologies: Agent-Based Modelling, Discrete Event Simulation 
and System Dynamics. We portray each refugee as an individual agent embarking on a 
journey from their home country to the border of the European Union. Throughout this 
journey, agents navigate a series of decisions influenced by both individual preferences 
and external factors, such as weather conditions and border policies across various 
countries. This combination allows for a comprehensive representation of migration 
dynamics, capturing the interplay between personal choices and broader environmental 
and policy influences. The main focus of the presented model is the process that takes 
place at each border that agents (refugees) take on the journey to the European Union. 

2 Methodology 
 
Our main simulation modelling tool is AnyLogic, which is a multimethod simulation 
software tool that allows us to integrate all of the selected methodologies within our 
model. It's used for simulating complex systems and processes across various industries 
such as manufacturing, logistics, healthcare, transportation, and more [21]. The idea of 
multimethod modeling is simple: to seamlessly integrate different methods of modeling 
and simulation to overcome the drawbacks of individual approaches and get the most 
from each one. Combining different methods leads to efficient and manageable models 
without using workarounds. In our model, we have used all three major methodologies 
used to build dynamic simulation models: 
- System dynamics (SD): assumes a high abstraction level and is primarily used for 

strategic level problems, such as market adoption rates and social process 
dependency;  

- Discrete event modeling (DES): mainly used at operational and tactical levels, like 
manufacturing processes and equipment investment evaluation; 

- Agent-based modeling (ABM): is used at all levels, with the agents possibly being 
any active entity, example applications include supply chain optimization and 
epidemiology [22]. 

 
Models that address the migration in general have a long history [23], however models 
that explore forced migration (such as refugee movements) specifically are less common 
[24][25]. Forced migration is challenging to predict and model due to the extreme push-
pull dynamics involved, such as war and other types of conflict. These dynamics 
significantly influence population movements [26]. Only recently the forced migration 
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has been studied through computational modeling, but majority of these models are agent-
based, which focus on individual behavior and movements of refugees [27].  

3 Border Crossing Model 
 
The core concept of the model involves agents (representing refugees) moving through a 
predefined spatial environment. Each agent starts their journey at an initial location, 
representing the refugee's country of origin. The arrival rate (into the model) of these 
agents is determined by a population model that simulates the flow of individuals over 
time. Upon initiation, each agent's goal is to reach the EU by navigating through various 
border checkpoints, encountering both legal and illegal pathways. The agents are aware 
of their target destination country at the beginning, however the target country may 
change during the travel. An agent's destination and chosen route can shift dynamically 
in response to changing conditions, such as a country closing its borders, as well as factors 
like route accessibility, cost, and difficulty. As they move through physical space, agents’ 
travel speeds are influenced by factors like fatigue levels, weather conditions, and access 
to transportation. Countries along the route each have unique legal frameworks that 
regulate border accessibility and influence the journey’s difficulty. These national 
policies, combined with the geographical distances agents must cover, impact how 
quickly and efficiently agents can progress toward the EU. As border regulations evolve 
in response to refugee situations, the journey may become more challenging or accessible 
for agents moving along the route. 
 
Our model's core objective is to be dynamic, enabling seamless additions or removals of 
source countries and border crossings as deemed necessary along the journey. The model 
consists of several core elements. 
 
3.1 Population model for countries 
 
In our model, countries determine the arrival rate of refugee (agents). Each country is 
characterized by its own birth and refugee rates. The birth rate dictates how the population 
of the country increases over time, while the refugee rate specifies the percentage of the 
population that decides to leave the country as refugees. Both the birth rate and refugee 
rate may change over time, depending on the country's level of stability. 
 

 
 

Figure 1: Population model 
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In Figure 1, we observe the system dynamics model used for population calculation in 
each country. Currently, the model includes only one such representation. The model 
comprises two stock elements: Population and Refugees. The Population stock is 
initialized with the p_start_population parameter, set to the actual population of the 
desired source country (in our case, Afghanistan). The initial value of the Refugees stock 
is set to 0. We also define the values for both p_birth_rate_percentage and 
p_refugee_rate_percentage. The model consists of two flows. The first flow, birthRate, 
simulates population growth, depending on the birth rate percentage and the total 
population of the country. The second flow, refugeeRate, simulates the departure of 
refugees from the country, depending on the refugee rate percentage and the total 
population of the country. 
 
3.2 Stability model 
 
Our population model is contingent upon the stability of the country. The system 
dynamics model used to calculate stability is depicted in Figure 2 below. 
 

 
 

Figure 2: Stability model 
 

The primary component of the model is the Stability stock element, which represents the 
current level of stability within the country. Stability increases are determined by the 
inflow parameter, stabilityRate, while decreases are determined by the outflow parameter, 
instabilityRate. The initial value of Stability is set by the parameter p_start_stability, 
which is initialized to 0. Both the stabilityRate and instabilityRate parameters change 
dynamically over time, but their base values remain constant. The remaining two 
parameters, p_stability_change_modifier_positive and 
p_stability_change_modifier_negative, undergo random fluctuations on a monthly basis 
when random events are enabled (specified by setting the parameter 
p_enable_random_events to true). The Event element e_random_event governs this 
process, ensuring that the random change occurs each month. The modifications to the 
mentioned stability parameters are done in function f_random_event. 
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3.3 Refugees 
 
The core components of our model are refugees, represented as agents navigating through 
a discrete event simulation. Each agent symbolizes a group of refugees, which helps 
mitigate potential performance issues that could arise from simulating individual 
refugees, especially at higher arrival rates. 
 

 
 

Figure 3: Refugee_Group agent - main Statechart 
 
Figure 3 illustrates the primary Statechart for the refugee agents. This Statechart is active 
whenever a group of refugees is traveling; otherwise, they remain in the sc_idle state until 
movement resumes. The sc_main_block (right after Statechart entry point sc_start_main), 
the initial block of the Statechart, currently randomizes a few parameters. The block 
utilizes the function f_init_parameters to assign values to the parameters, providing 
flexibility for future expansion if needed. The next block in the Statechart is the 
sc_travelling block. The transition from sc_main_block occurs when the parameter 
tracking the refugee group's movement is set to true, indicating the group has started 
moving. The sc_travelling block tracks the group's progress and marks the beginning of 
the movement cycle. To monitor the journey, we use the parameter p_km_to_travel, 
which tracks the remaining distance in kilometers. This parameter, along with several 
others, is initialized upon the agent's arrival through a function in the Main agent (the 
agent with the discrete event model). 
 
Following the sc_travelling block in the Refugee_Group agent, we encounter the sc_rest 
block. This block serves as the trigger for two transitions, checking whether the agents' 
fatigue level has reached 100 or higher. If fatigue exceeds this threshold, the agent halts 
all movement for a few days to allow the fatigue level to decrease. The duration of rest 
days is determined randomly. Upon completion of the rest period, the agent proceeds to 
the sc_calculate_travel_speed block. Alternatively, within the sc_calculate_travel_speed 
block, the agent resumes its journey if its fatigue is less than 100, proceeding without any 
delay. 
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In the subsequent phase of the Refugee_Group agent Statechart, we evaluate weather and 
fatigue effects (refer to Figure 3). Weather conditions are simplified to two states: good 
and bad. In adverse weather, travel speed decreases, while good weather permits optimal 
travel speed with no hindrance. The weather parameter (reference) is adjusted in the Main 
agent through the Travelling delay block within the discrete event model on a daily basis, 
updating whenever the Refugee_Group agent enters the block. 
 
The second stage of the effects calculation involves determining the impact of fatigue on 
travel speed. Depending on the fatigue level, the travel speed may decrease, as illustrated 
in Table 1 below. 
 

Table 1: Fatigue impact on travelling speed 
 

FATIGUE LEVEL FATIGUE IMPACT 
<= 50 No impact 
<= 75 50% travelling speed 

<= 100 25% travelling speed 
> 100 0% travelling speed 

 
As fatigue increases, the corresponding travel speed decreases. When fatigue surpasses a 
level of 50, the speed reduces to 50%. Upon exceeding a fatigue level of 75, the travel 
speed drops further to 25%. Beyond a fatigue level of 100, the group ceases to move 
altogether. 
 
The final step in the main Statechart of the Refugee_Group agent involves simulating 
attrition and calculating the remaining distance to the goal. Initially, we randomly 
determine the duration of the group's travel, ranging from a minimum of 1 hour to a 
maximum of 24 hours. The level of fatigue incurred by the refugees depends on the 
duration of travel; longer journeys without breaks result in higher fatigue levels. 
Subsequently, we calculate the distance covered, factoring in the current speed of the 
group and the hours of travel. The resulting distance is then deducted from the parameter 
p_km_to_travel, representing the remaining kilometers to reach the goal (the next point 
in the discrete event model within the Main agent). Another process within the agent 
involves the potential for the refugee group to either gain or lose members. Along their 
journey, stationary refugees may decide to join the group and attempt the border crossing 
together. Conversely, some existing members of the refugee group might find their current 
location satisfactory and choose to leave the group. The possibility of the group gaining 
or losing a member can occur every 5 days, although it is not guaranteed. In the Main 
agent we include all of the described agents and models. The framework that helps agents 
move around is discrete event system.  

4 Results 
 
During the final phase of testing and running the model, we opted for a Monte Carlo 
experiment. In this experiment, all values were set to default except for the initial stability, 
refugee rate percentage, and birth rate percentage. Uniform functions were utilized to 
assign random values to these parameters. The experiment consisted of 50 runs, each 
spanning 365 days. 
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Figure 4: Results of Monte Carlo experiment 
 
In Figure 4, we present the outcomes of the Monte Carlo experiment. The lowest recorded 
count of legal crossings stands at 142.615, while the highest count reached 146.415. 
Concurrently, illegal crossings range from a minimum of 68.655 to a maximum of 
713.775. Based on these findings, we deduce that our current border crossing system is 
capable of legally processing from 142.000 to 147.000 refugees yearly. Additionally, it is 
evident that the count of illegal crossings can vary, sometimes falling below the number 
of legal crossings at around 130.000 illegal crossings, while at other times surging 
significantly higher, especially around the 580.000 mark. Furthermore, we notice a 
distinct trend in the distribution of illegal crossings, which tend to cluster around two 
extremes. Either the count of illegal crossings remains relatively low, with values 
concentrated around 130.000, or it spikes considerably higher, forming a cluster around 
580.000. In contrast, legal crossings exhibit a more uniform distribution across the range 
of values. Throughout all the runs, the average count of legal crossings hovers around 
144.535, whereas the average count of illegal crossings across all runs stands at 345.250. 
This indicates that, on average, the number of illegal crossings will consistently surpass 
that of legal crossings. 

5 Conclusion 
 
We successfully developed the AnyLogic model to simulate the migration from any 
country into Europe. The model incorporates the decision-making processes of the 
refugees (agents) and the status of the countries through which the agents are travelling.  
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The current version of model has several limitations: the agent decision model logic and 
parameters are based on educated guessing, and further study of previous research is 
needed to develop a model that will more closely correspond to the real-life system. The 
model is not yet calibrated or validated, and thus cannot be used to explain past events or 
predict future developments on the Western Balkans route.  
 
However the current model serves as the foundation for a more sophisticated version we 
intend to develop in the future. Our plan involves upgrading the border crossing process 
by integrating additional real-life data to more accurately reflect the conditions of the 
countries along the route to the European Union. We aim to fine-tune the probabilities 
and also account for both government and non-government workers to better align with 
the actual circumstances (chances that authorities capture illegal crossings, the speed at 
which legal crossings can be processed, etc.). Presently, we are in the process of gathering 
data to enrich the model and implement further enhancements. 
 
There is a lot of options left open to further improve the model and there is also space for 
additional source countries and border crossings in the process, meaning the goal to create 
a very flexible model was achieved. We will expand the current agents to better represent 
their decisions during the whole border crossing process and also add additional agents, 
which may represent authorities, such at police and their ability to successfully implement 
government decisions and capture illegal refugees. In the future we might also add visual 
presentation where the agent will be able to move across actual map, giving us more 
insight to where the most important refugee route is and how it changes with time. 
 
Our main future task is to gather more data to both plan for the future upgrades and to 
compare the results we get from the model with the real-life data. The data will also allow 
us to calibrate and validate future versions of the model, allowing the use of the model 
for prediction of migration flows.  
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Abstract. Time series analysis is essential for uncovering patterns in large, temporally
ordered datasets, such as financial transactions, and detecting important events. Tra-
ditionally, time series clustering is used when dealing with unlabeled data, relying on
numerical measures of similarity to group similar sequences. However, these methods
often miss visual patterns that could offer more intuitive insights. In this work, we ini-
tially applied clustering to our time series data due to the absence of labels, aiming to
identify meaningful groupings based on underlying similarities. Our approach was tested
on a dataset of almost 250,000 public-to-private sector financial transactions in Slove-
nia, covering the period from 2003 to 2020. A key challenge was identifying "suspicious"
transactions, which exhibited significant changes in income corresponding to government
transitions. Without labeled data, we explored clustering methods but found that the vi-
sual patterns provided by domain experts offered clearer insights. This led us to transition
from clustering to a classification task by converting the time series into images. Using
expert-driven rules, we generated labeled target images and assigned them to 2 classes.
We artificially created over 200 images for each class and trained a Convolutional Neu-
ral Network (CNN) to classify the images based on these patterns. The CNN was then
used to classify new time series images. Our results demonstrate that CNN-based image
classification, guided by domain expert insights, was highly effective for detecting impor-
tant patterns in our time series data, providing a more efficient approach than traditional
clustering.

Keywords. public spending, time series analysis, convolutional neural networks, com-
puter vision

1 Introduction
When dealing with unlabeled time series data, the challenge often lies in identifying
groups of similar time series, a task commonly addressed through clustering. Cluster-
ing aims to uncover underlying structures by grouping time series that exhibit similar
patterns. Two main approaches to time series clustering have been developed: the raw-
data-based approach and the feature-based approach [5, 3, 6, 7]. In the raw-data-based
approach, which we employ in this work, algorithms operate directly on the raw time
series, with the key challenge being the selection of a similarity or distance measure that
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captures the temporal nature of the data. The k-Means algorithm, using Euclidean dis-
tance, was chosen as the clustering method, assigning each time series to one of several
clusters, thereby revealing meaningful groupings within the dataset.
In contrast, computer vision analyzes spatial relationships in visual data, typically repre-
sented as images or videos, across multiple dimensions such as width and height. Unlike
time series data, which is governed by temporal order, images are characterized by spatial
patterns such as edges, textures, and shapes.
However, even thought time series are sequences of numerical values, the way how they
actually look often plays significant role in deciding where do they belong (e.g. to which
cluster), what methods to apply to them etc. This raises an intriguing question: Can time
series data be transformed into images and then analyzed using computer vision
techniques? In our use-case, by converting time series into visual representations, such
as geometric line plots, we applied Convolutional Neural Network (CNN)-based image
classification techniques to try to answer this question. In our approach, we leveraged do-
main expert knowledge1 to generate labeled images from time series data, thus bypassing
the need for traditional clustering methods. Instead, we artificially created target images
based on patterns identified by experts, such as periods of inactivity or irregular financial
behaviors.
By converting time series into images, we utilized CNNs to classify these visual repre-
sentations into predefined categories, enabling the detection of significant patterns. This
cross-disciplinary approach bridges the gap between temporal and spatial data analysis,
demonstrating that image-based classification provides an effective alternative for analyz-
ing time series data, especially when expert-driven labeling is available.

1.1 Data
In our case study, we analyze public-to-private sector financial transactions represented
as time series, each with 209 data points. The primary challenge was distinguishing be-
tween "suspicious" and "regular" transactions, a task undertaken in collaboration with the
Commission for the Prevention of Corruption in Slovenia (KPK). Without labeled data,
we relied on domain expert insights, which indicated that transactions showing a signifi-
cant increase in income during specific government periods, followed by a decline in the
preceding or subsequent periods, could be considered suspicious. Conversely, transac-
tions exhibiting no significant variations linked to political transitions were classified as
regular.
Visual representations of these "suspicious" patterns (see Figure 1) that to KPK presented
main starting point to investigate these relationships between public and private contracts,
guided our exploration of computer vision techniques for this task. From a dataset of al-
most 250,000 transactions, each spanning 209 months, we first transformed their time se-
ries formats into geometric line plots (see Figure 2), that depict total transaction amounts
across various government periods. These visual cues became the foundation for our
approach, where we sought to classify the time series based on how the trends appear
visually rather than relying solely on numerical data 2.

The original dataset includes all public-to-private sector transactions in Slovenia be-
tween January 2003 and May 2020, covering a total of 248,989 companies. Each record

1By experts here we mean professionals from the Commission for the Prevention of Corruption in Slovenia
(KPK) with whom we collaborated on this project

2Later in our approach, we didn’t use these particular transformations, but the time series image as is (after
standardization), the idea here was to introduce the main motivation for this paper.
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Figure 1: Illustration depicting two distinct sets of companies: The first group (on the
left) experiences a decline in public sector contracts during one government’s tenure,
while the second group (on the right) secures new business opportunities. These figures
are obtained directly from Commission for the Prevention of Corruption in Slovenia, and
their methods are unknown to us.

Figure 2: Two distinct geometry patterns (images to cluster) of time series after the trans-
formation.

contains monthly income (in euros) derived from public sources, such as national and re-
gional governments, ministries, educational institutions, and hospitals. The dataset lacks
contextual details about the companies, such as ownership, contracts, or partners. In pre-
vious work [2, 4], we performed an initial filtering of the dataset, excluding companies
with a total maximum income below 1 000 000 EUR.
Additionally, we filtered the time series horizontally, focusing on the period between Jan-
uary 2003 and February 2012. This 110-month window includes the transition periods
between three key government tenures: Rop, Janša, and Pahor. This period was chosen
due to its political significance, with government transitions likely influencing financial
transactions. The table of significant events during these tenures is available in [4, 1].
Finally, a random subset of 1,000 time series was selected for further analysis. These
time series were converted into images (see Figure 3) and analyzed using the methods
described in the following sections. Our ultimate goal is to determine whether visual-
based classification techniques, specifically using CNNs, can improve the identification
of suspicious transactions, enhancing both the speed and accuracy of detecting irregular
financial behavior.
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Figure 3: Three images examples of transactions.

2 Methods

To cluster the raw time series data, we will apply the k-Means algorithm using Euclidean,
as an appropriate distance metric to capture the temporal dynamics of the data. After
several experiments, we set the number of clusters to be k = 12 as the most optimal for
different patterns preview. This baseline approach will allow us to compare the effec-
tiveness of clustering based on raw numerical values versus classification based on visual
representations.
The time series data, representing monthly records over a period of 110 months, was first
transformed into visual representations. Each time series was plotted as a simple line
chart, with no axis labels or ticks to avoid any bias during the image-based classification.
This step resulted in a dataset of 1000 images for prediction (3 examples are shown in
Figure 3).
To train a CNN, we artificially generated a dataset of 350 images (150 images for Class 0
- regular and 200 images for Class 1 - suspicious), where each image was of size 256x256
pixels. The goal was to leverage the visual differences between the two types of time se-
ries patterns for classification. The first part of the process involved generating artificial
time series data and transforming it into images. For Class 1, we created 100 time series
that contained zeros between the 23rd and 70th months, with random values before and
after this interval, and 100 time series with the exactly opposite dynamic. This reflects
a specific pattern of inactivity in the time series. In contrast, Class 0 consisted of time
series that had random values throughout the 110 months, simulating continuous activity
with no intervals of inactivity 3. Additionally, further variation within Class 0 and Class
1 was created by generating slightly different patterns, ensuring robustness in the training
data.
After generating the time series images, a CNN was implemented to classify these im-
ages. A simple CNN architecture was used, consisting of convolutional layers for feature
extraction, followed by max-pooling layers to reduce the spatial dimensions and prevent
overfitting. The CNN was fine-tuned to identify patterns specific to Class 0 (continuous
activity) and Class 1 (zero values in specified intervals). The model was trained on the
generated images using binary cross-entropy loss as the classification task involved two
classes (0 and 1). The dataset was split into training and validation sets using an 80-20
split, with the images being rescaled and normalized prior to training. Once the CNN was
trained, it was used to classify a new set of our initial 1,000 images.

3Although hardcoding the distinction between zero and active months may initially appear simplistic, in our
specific use case, where we have precise knowledge of the event we are targeting and the expected timing of
changes in transaction dynamics, it is a well-justified approach. This method allows us to effectively capture the
patterns associated with suspicious transactions, aligned with the known political transitions.
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3 Results
The results of the k-Means clustering on the raw time series are shown in Figure 4. We
observe that the 1,000 transactions are distributed almost evenly across the 12 clusters,
making it challenging for experts to visually identify a cluster specifically associated with
government transitions, as illustrated in Figure 1. In contrast, the computer vision tech-
niques, using the CNN model, successfully classified the images, identifying only 13 out
of the 1,000 transactions as Class 1 (suspicious). This is an excellent outcome, as detect-
ing a small subset of potentially suspicious companies that can be manually reviewed by
domain experts is more practical and valuable in this context. Examples of companies
classified as Class 1 are shown in Figure 5, where it is clear that these companies align
with the KPK’s subset of suspicious companies, as seen in the right panel of Figure 1.

Figure 4: 12 clusters as the result of clustering the 1,000 raw time series with usual time
series clustering method.

4 Conclusion and future work
In this study, we explored a novel approach to time series classification by converting time
series data into images and applying CNNs for pattern detection. This method, driven by
domain expert knowledge, allowed us to bypass traditional clustering approaches and in-
stead focus on classifying time series data using visual features. By transforming time
series into geometric line plots, we created two classes of images: one representing suspi-
cious patterns with zeros in specific intervals and another representing continuous patterns
in regards to the government transitions. For future work, we aim to extend this approach
by incorporating semi-supervised learning. After the initial classification of time series
images, domain experts will review the results, verifying and labeling the identified com-
panies as either "suspicious" or "regular" based on additional insights not captured in
the data. These expert-labeled companies will then be fed back into the model to fur-
ther refine the classification process, transforming it into a semi-supervised learning task.
This feedback loop will enhance the model’s accuracy by integrating human expertise,
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Figure 5: 6 companies (out of 13) classified and Cass 1 (suspicious) against the chosen
governments transitions.

ultimately leading to a more robust and reliable system for time series classification in
practical applications.
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Abstract. Nearly fifty years ago, Petford and Welsh introduced a sequential heuristic al-
gorithm for (approximately) solving the NP-hard graph coloring problem. The algorithm
is based on the antivoter model and mimics the behaviour of a physical process based on
a multi-particle system of statistical mechanics. It was later shown that the algorithm can
be implemented in massively parallel model of computation. With some natural modifi-
cations, the algorithm was successfully applied to various problems similar to the graph
coloring including the frequency assignment problems and the graph clustering problem.
In this paper, we report experimental results that demonstrate this algorithm as a compet-
itive heuristics for computing the maximum stable set in a graph.
Keywords. stable set problem, randomized heuristics, graph coloring

1 Introduction
The maximum stable set problem (MSS), or, the maximum independent set, is a well-
known combinatorial optimization problem. For a given undirected graph G = (V,E),
the MSS asks what is the cardinality of the largest subset of vertices such that the graph
induced on this subset has no edge. This value is called the stability number of the graph
and is usually denoted by α(G). Computation of α(G) is an NP-complete problem con-
tained in the famous Karp’s list from 1972.

Therefore, unless the set of P and NP problems are the same, we can not solve the
MSS problem to optimality in computing time that is polynomial function of the length
of the encoding of the instance. However, we can see several real-life applications, for
instance, in coding theory [7], in bioinformatics [5], scheduling [21], etc.

Therefore, there is much interest in heuristic algorithms which can find near-optimal
solutions within reasonable running times for a large proportion of instances.

In a review of algorithms for the maximum clique problem (which is equivalent to
MSS, computed on the graph complement) [23], the authors compared 21 different heuris-
tics. They showed that the general swap-based multiple neighborhood tabu search ap-
proach from [24] yielded the best results. More recent review [14] additionally points
out that the local search based algorithm from [13] is also extremely effective. We also
recommend the reader to read recent paper for more detailed state of the art in solving the
MSS exactly and approximately [12].

*Corresponding author.
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Another closely related problem is the graph coloring problem. More precisely, a
proper coloring of (vertices) of a graph is a partition of the vertex set in which each set
is stable. On the other hand, given any stable set, there is a proper coloring in which all
the vertices are assigned the same color. Hence, any coloring algorithm outputs stable
sets, however they need not be close to maximum. Usually, the coloring algorithms tend
to provide colors sets of approximately the same size. However, if the coloring algorithm
tends to favor one color, it will produce uneven color sets and the largest may be a good
approximation of the maximum independent set. In the work reported here we investigate
how this idea can be used a particular heuristics for graph coloring.

Nearly fifty years ago, Petford and Welsh proposed a randomized algorithm for graph
coloring, based on the antivoter model of Donnely and Welsh [3]. Experiments on a model
of random 3-colorable graphs shown that there are some combinations of parameters of
random graphs that are extremely hard for their algorithm, while otherwise their algorithm
was running on average in linear time. Having no theoretical explanation, Petford and
Welsh write that the curious behavior “is not unlike the phenomenon of phase-transition
which occurs in the Ising model, Potts model and other models of statistical mechanics”
[16]. With some natural modifications, the heuristics was successfully applied to the k-
coloring problem [28, 19] and to the problem of computing the chromatic number of a
graph [25]. With some straightforward modifications, the algorithm was also very com-
petitive on frequency assignment problems [4, 20, 29]. We have recently designed an
algorithm for clustering that is motivated by this coloring algorithm. The results were
very promising [9].

An interesting feature of the heuristics is that is equivalent to the operation of the
Boltzman machine at fixed temperature [18]. The experimentally shown optimal speedup
in a massively parallel model of computation [26, 27], together with the basic motivation
in models of statistical physics, gives rise to the idea that in may be relevant and in some
form usable in quantum models of computing [8].

Threshold phenomena have attracted a lot of attention in the context of random com-
binatorial problems [6] and in theoretical physics [17]. In statistical physics, phase tran-
sitions have been studied for more than a century. Let us only mention here that the spin
glasses, a purely theoretical concept, has triggered a new branch of theoretical physics
that resulted in a Nobel prize attributed to Giorgio Parisi in 2022 [15]. Graph coloring
with k = 3 colors has been considered in several papers, see [2, 1] and the references
there. In contrast to graph classes of k colorable graphs used in [16, 8], the usual random
graph model considered are graphs G(n, p) where each of the possible n(n−1)

2 edges ap-
pears independently with probability p. Not surprisingly, for 3-coloring, it is found that
the critical mean degree where the phase transition occurs is around αcrit ≈ 4.7, for ex-
ample the estimate 4.703 was put forward in [1]. In the same paper, the analysis implies
that the hardest instances are among graphs with average degree between 4.42 and αcrit.
Of course, if we are going to apply the coloring algorithm or its modification to the stable
set problem, we must be aware of the existence of the critical regions and thus expect that
the algorithm will perform badly at some combinations of parameters.

In this paper we report on testing some ideas on how to modify the coloring algo-
rithm of Petford and Welsh to provide hopefully good approximations for the maximum
stable set problem. The first results are promising, as we obtain optimal solutions for
some instances. However, we observe that several parameters may in some cases substan-
tially change the performances, indicating the important issues that the design of a future
randomized heuristics should address.

The rest of paper is organized as follows. In Section 2 we provide some basic informa-
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tion on the algorithm and on the graph classes used in the experiment. the new, modified
algorithm is outlined in Section 3 In section 4 we present the experiments and comment
the preliminary results. In the last section we add the discussion on the inherent par-
alelism of the randomized heuristics that may lead to a massively parallel implementation
in a suitable model of computation.

2 The problems and the basic algorithm
The basic objects in graph theory are graphs, defined as a tuple G = (V (G), E(G)),
where V = V (G) is a set of vertices (nodes), and E(G) is a set of edges. Edges may
be defined as pairs of vertices the edge connects. We recall some definitions below, for
other we refer to [22]. We say a mapping c : V (G) → N is a proper coloring of G if it
assigns different colors to adjacent vertices. Any mapping c : V (G) → N will be called
a coloring, and will be considered as one of the feasible solutions of the problem.

We need to use "the maximum stable set", not the maximal, since graph can have many
maximal stable sets with various sizes. The MSS asks for cardinality, not necessarily for
the set itself.

The maximum stable set problem.
PROBLEM : The maximum stable set problem.
Input: graph G
Task: find the cardinality of the maximum stable set in G.

Graph coloring problems. Coloring of the vertices of a graph is usually asked either
in the form of optimization or in the form of decision problem. The first asks for the
chromatic number, i.e. the minimal number of colors that allows a proper coloring.

PROBLEM : Graph coloring optimization problem).
Input: graph G,
Task: find the chromatic problem of G.

The k-coloring decision problem is a well known NP-complete problem for k ≥ 3. It
reads as follows:

PROBLEM : Graph coloring (decision problem).
Input: graph G, integer k
Question: is there a proper k-coloring of G?

The algorithm of Petford and Welsh for k-coloring decision problem.
Let us first introduce the cost function E(c) to be the number of bad edges, i. e. edges

with both ends colored by the same color by coloring c. Proper colorings are exactly
the colorings for which E(c) = 0 and finding a coloring c with E(c) = 0 is equivalent
to answering the above decision problem where the coloring constructed is a witness c
proving the correctness of the answer.

The basic algorithm [16] starts with a random initial 3 coloring of the input graph and
then applies an iterative process. In each iteration a vertex creating a conflict is chosen
at random. The random distribution is uniform among the bad vertices and the chosen
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vertex is recolored according to some probability distribution. The color distribution fa-
vors colors which are less represented in the neighborhood of the chosen vertex, see the
expression (1) below. The algorithm has a straightforward generalization to k coloring
(taking k = 3 gives the original algorithm) [28].

In a pseudo language the algorithm of Petford and Welsh can be written as

Algorithm 1 Petford-Welsh (PW) algorithm
1: color vertices randomly with colors 1, 2, . . . , k
2: while not stopping condition do
3: select a bad vertex v (randomly)
4: assign a new color to v
5: end while

Bad vertex is selected uniformly random among vertices which are endpoints of some
bad (e.g. monochromatic) edge. A new color is assigned at random. The new color is
taken from the set {1, 2, . . . , k}. Sampling is done according to probability distribution
defined as follows:

The probability pi of color i to be chosen as a new color of vertex v is proportional to

pi ≈ exp(−Si/T ) = b−Si , (1)

where Si is the number of edges with one endpoint at v and with color i assigned to the
other endpoint. Petford and Welsh used 4−Si which is equivalent to using T ≃ 0.72 in
(1). (Because exp(−x/T ) = 4−x implies T ≃ 0.72.)

The stopping criteria is either reaching a time limit (in terms of the number of calls to
the function which computes a new color) or if a proper coloring is found. If no proper
coloring is found, the solution with minimal cost E(c) is reported and can be regarded as
an approximate solution to the problem. However, there is no guarantee on the quality of
the solution known.

As already explained, the original algorithm of Petford and Welsh uses probabilities
proportional to 4−Si , which corresponds to T ≈ 0.72. Larger values of T result in higher
probability of accepting a move which increases the number of bad edges. Clearly, a very
high T results in chaotic behavior similar to a pure random walk among the colorings
ignoring the their energy. On the other hand, with low values of T , the algorithm behaves
very much like iterative improvement, quickly converging to a local minimum. Therefore,
the parameter T may called temperature. Further arguments for this wording are based
on analogies to the Boltzmann machine and simulated annealing algorithm [11, 30].

3 The modified algorithm for stable set
As already discussed, as often is the case, the coloring algorithms tend not to favor any
particular color. This is obviously true for the Petford Welsh algorithm, in which the
probability of choosing a color depends only on Si, the number of neighbors of the vertex
currently colored by color i. Because in the maximum stable set problem, we need just
one large stable set, we modify the probability distribution in a way that will favor one
color, without loss of generality this will be color 1.

In search for a suitable probability distribution, we have checked some versions and
found that the formula (2) below is performing well, at least as good as some other ideas
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we had. (It remains to explore some other alternatives.) In the modified algorithm, we
change the definition of acceptance probabilities (1) to

pi ≈ bFib−Si , (2)

where Fi is the bias factor, defined as

Fi = BIAS

{
LARGE if i = 1,

1 otherwise

The value of LARGE reflects the preference for the first color over the others. Say,
for a graph colored with three colors, the bias vector F⃗ = [LARGE, 1, 1], with LARGE
determined by the relative preference for the first color.

The value of LARGE is determined by the equation below:

LARGE = 1− log c

log b
(3)

where c = 1−p
(k−1)p , p is the probability of choosing the first color and b = base.

Thus we have changed the acceptance probabilities to favorize color 1. As expected,
the experiments confirm that the size of the set of vertices colored by 1 tends to be the
largest, and that it gives in some cases a good approximation for the maximum stable set.

The modification just explained inherits a major problem because the algorithm of
Petford and Welsh uses the information on the number of colors, k. In the stable set prob-
lem, the chromatic number of the graph is of course not given, and any algorithm must
work without this information. We have observed that indeed the modified algorithm’s
performance heavily depends on k. For more details, see the experiments below. Our
first and simple solution was to run a batch of experiments to obtain an approximation of
the chromatic number as a preprocessing, and then run the modified algorithm for several
k close to the estimated chromatic number. More advanced heuristics may possibly be
developed in a way, similar to the adaptation of Petford Welsh algorithm that computed
approximation of the chromatic number [25].

Another well-known and therefore expected phenomena is the existence of critical
regions which in practice means that the performance of the heuristics may in some cases
heavily depend on the temperature T , or, in other words, on the choice of the exponent
basis. We start with base 4, as in the original work [16], and start investigation on how
this parameter is important for the performance of our algorithm.

4 Experiments
In the preliminary experiments we have tested the ideas on randomly generated instances.
Due to space limitations we omit the results here, and consider the instances that have
known maximum stable sets (given as "True card" in Table 1). The instances for the
experiments are chosen from the second DIMACS Implementation Challenge [10].

4.1 Preprocessing to find a suitable number of colors
As the Algorithm 1 and its modification need the number of colors k as a given parameter,
we run several experiments with various k. (The chromatic number of the instances is not
always known.) The observation was that the algorithms provide better solutions when
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run at k that is close to minimal number of colors with which Algorithm 1 was able to find
a proper coloring. Therefore, we introduced a simple preprocessing phase that provides
an approximation to the chromatic number, described in Algorithm 2. The maximum
number of iterations to get the best_k was set to 2000n where n is the number of vertices.

Algorithm 2 Estimation of k by binary search
1: Input: Graph g, initial upper bound UB = degree of maximum node + 1, steps
2: Initialize: LB = 0, bestk = UB
3: while LB ≤ UB do
4: k ←

⌊
LB+UB

2

⌋
5: PWG← PetfordWelshColoring(g, k, steps)
6: if good_coloring(PWG) then
7: bestk ← k
8: UB ← k − 1
9: else

10: LB ← k + 1
11: end if
12: end while
13: Return: bestk

4.2 Changing the acceptance probabilities to favourize color 1

It is obvious that a proper coloring provided by Algorithm 1 gives k stable sets. As the
colors are chosen with probabilities independent of the name of the color, it is natural to
expect that the colors sets will tend to be of approximately equal size. As we want to
have at least one large color set, it is natural to introduce a mechanism that will favourize
one color, as we did by formula (2) when introducing the modified algorithm. Interesting
observation is that the modification did not always yield a better result than the Algorithm
1, see Table 1.

Among many possible natural choices, we decided to consider three cases where the
probability of coloring the bad vertex with the first color is 0.5, 0.7, and 0.9, while the
other colors are selected with equal probability. The value of LARGE is set following
equation (3) for these three cases. To get the cardinalitites, we set the max. iters. as 200n
for n nodes in the graph.

Table 1 shows the best cardinalities found by PW when colored with best_k colors
found by algorithm 2 at respective probabilities for base = 4 and BIAS = 1.0

Table 1: Best cardinalities found at different probabilities. base = 4, BIAS = 1.0
name N Edges deg best_k PW_card mPW_card (0.5) mPW_card (0.7) mPW_card (0.9) True card.
brock200_1 200 5066 50.7 17 17 16 17 17 21
brock200_2 200 10024 100.2 34 9 9 9 3 12
brock200_3 200 7852 78.5 25 12 10 11 2 15
brock200_4 200 6811 68.1 23 13 13 13 13 17
brock800_1 800 112095 280.2 79 15 16 16 15 23
torus11 121 242 4.0 3 46 46 44 46 55
torus13 169 338 4.0 3 63 63 64 65 78
torus15 225 450 4.0 3 82 86 91 85 105
torus17 289 578 4.0 3 106 105 108 111 136
torus19 361 722 4.0 3 134 133 135 137 171
san200_0_7_1 200 5970 59.7 14 16 16 15 15 30
san200_0_7_2 200 5970 59.7 22 13 13 13 13 18
sanr200_0_7 200 6032 60.3 20 14 14 14 14 18
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We next run a batch of experiments where we use k (k+1, k−1, k−2) computing by
Algorithm 2. We also vary BIAS from the set [0.0, 0.2, 0.4, 0.6, 0.8, 1.0]. Summary of
the results is given in Table 2. A list of runs that gave the best result obtained is given with
the set of parameters. Observe that several cases, the optimal values have been found.

Table 2: Combinations of parameters at the best cardinality found at base = 4.
The numbers under mPW indicate the probability of selecting the first color.

name best_k mPW comb (0.5) mPW comb (0.7) PW comb (0.9) True
(0.5) (0.7) (0.9) card

brock200_1 17 18 (’17’, ’0.4’, False, 18, 0, 21869) 18 (’15’, ’0.2’, False, 18, 0, 39692) 18 (’16’, ’0.2’, False, 18, 0, 32912) 21
(’17’, ’0.8’, False, 18, 0, 27247) (’16’, ’0.0’, False, 18, 0, 32876) (’17’, ’0.4’, False, 18, 0, 22511)

- (’16’, ’0.4’, False, 18, 0, 33758) -
brock200_2 34 12 (’35’, ’0.6’, False, 12, 0, 21257) 12 (’33’, ’0.2’, False, 12, 0, 25330) 12 (’33’, ’0.4’, False, 12, 0, 34721) 12

- (’33’, ’0.6’, False, 12, 0, 34081) (’33’, ’0.6’, False, 12, 0, 28239)
- (’35’, ’1.0’, False, 12, 0, 19790) (’33’, ’0.8’, False, 12, 0, 27284)

brock200_3 25 15 (’23’, ’0.6’, False, 15, 0, 33578) 15 (’23’, ’0.0’, False, 15, 0, 39040) 15 (’23’, ’0.4’, False, 15, 0, 36373) 15
(’24’, ’0.0’, False, 15, 0, 30801) (’23’, ’0.2’, False, 15, 0, 39155) (’24’, ’0.0’, False, 15, 0, 36104)
(’24’, ’0.4’, False, 15, 0, 35923) (’23’, ’0.4’, False, 15, 0, 37383) (’24’, ’0.2’, False, 15, 0, 34406)

brock200_4 23 14 (’22’, ’0.2’, False, 14, 0, 34852) 14 (’22’, ’0.6’, True, 14, 0, 16087) 15 (’21’, ’0.4’, False, 15, 0, 37431) 17
(’22’, ’0.6’, False, 14, 0, 29332) (’22’, ’0.8’, True, 14, 0, 21156) -
(’22’, ’0.8’, True, 14, 0, 28674) (’24’, ’0.6’, True, 14, 0, 8309) -

brock800_1 79 17 (’77’, ’0.6’, False, 17, 0, 159936) 17 (’77’, ’0.4’, False, 17, 0, 159936) 17 (’77’, ’0.2’, False, 17, 0, 159936) 23
(’79’, ’0.2’, True, 17, 0, 58178) (’79’, ’0.0’, False, 17, 0, 156845) (’77’, ’0.4’, False, 17, 0, 159936)
(’79’, ’0.4’, True, 17, 0, 63250) - -

torus11 3 47 (’3’, ’0.4’, False, 47, 0, 2858) 47 (’3’, ’0.0’, True, 47, 0, 1460) 48 (’3’, ’0.2’, True, 48, 0, 3238) 55
(’3’, ’0.6’, False, 47, 0, 2405) (’3’, ’0.6’, False, 47, 0, 2408) (’3’, ’0.6’, True, 48, 0, 2759)

- (’3’, ’0.8’, True, 47, 0, 2586) -
torus13 3 64 (’2’, ’0.2’, False, 85, 21, 31009) 67 (’3’, ’0.8’, False, 67, 0, 3278) 66 (’3’, ’0.6’, False, 66, 0, 3910) 78

(’3’, ’0.4’, False, 64, 0, 5301) - -
(’3’, ’0.6’, True, 64, 0, 1530) - -

torus15 3 86 (’2’, ’0.0’, False, 113, 27, 42410) 91 (’3’, ’1.0’, False, 91, 0, 7832) 87 (’2’, ’0.0’, False, 114, 27, 42993) 105
(’2’, ’0.4’, False, 113, 27, 42398) - -

(’3’, ’1.0’, False, 86, 0, 5966) - -
torus17 3 115 (’2’, ’0.4’, False, 145, 30, 57197) 117 (’2’, ’0.0’, False, 145, 28, 56511) 118 (’2’, ’0.0’, False, 145, 27, 56932) 136

(’2’, ’0.6’, False, 145, 30, 57453) (’2’, ’0.4’, False, 145, 28, 55930) -
torus19 3 149 (’2’, ’0.0’, False, 182, 33, 72047) 148 (’2’, ’0.0’, False, 182, 34, 71998) 147 (’2’, ’0.6’, False, 183, 36, 71775) 171

- (’2’, ’0.2’, False, 182, 34, 72015) -
- (’2’, ’0.6’, False, 181, 33, 71624) -

san200_0_7_1 14 30 (’12’, ’0.6’, False, 30, 0, 11307) 30 (’12’, ’0.0’, False, 30, 0, 12680) 30 (’12’, ’0.0’, False, 30, 0, 12216) 30
- (’12’, ’0.4’, False, 30, 0, 15736) -

san200_0_7_2 22 14 (’21’, ’0.0’, False, 14, 0, 12144) 14 (’21’, ’0.2’, False, 14, 0, 14403) 14 (’21’, ’0.8’, False, 14, 0, 13356) 18
(’21’, ’0.4’, False, 14, 0, 10613) (’21’, ’0.4’, False, 14, 0, 12277) (’23’, ’0.2’, True, 14, 0, 2810)
(’21’, ’0.8’, False, 14, 0, 12519) (’21’, ’0.6’, False, 14, 0, 13010) -

sanr200_0_7 20 16 (’18’, ’0.0’, False, 16, 0, 38820) 16 (’19’, ’0.4’, False, 16, 0, 31910) 15 (’20’, ’0.0’, False, 15, 0, 26294) 18
(’20’, ’0.2’, False, 16, 0, 21313) - (’20’, ’0.4’, False, 15, 0, 23711)

- - (’20’, ’0.8’, True, 15, 0, 9603)

In Table 2, the combinations is a tuple describing (’k’,’BIAS’,’good color’,’# vertices
of dominant color’,’# bad vertices of dominant color’ ’# iterations’)

4.3 Further parameter adjustments, base (temperature)
As already mentioned, it is well known that the performance Algorithm 1 may heavily
depend on the base (temperature) chosen. Thus we perform a batch of experiment with
varying value of base. First, we get the best_k across different bases by using Algorithm
2 as presented in Table 3. Next, we apply the modified algorithm on the values from table
3 to find the stable set and calculate the cardinality at various bases. The results for base
= 8 and BIAS = 1.0 is shown in Table 4, where we can see the differences in the values
of cardinality with those in Table 1 where base = 4 for the same BIAS value. Finally,
Table 5 highlights the best cardinality achieved at different bases. Here, due to space
constraints, the specific combinations that yielded these cardinalities are not provided.

5 Conclusions
We wish to note that the randomized algorithm we put forward is of particular interest
because of its high inherent parallelism. In [26], a massively parallel version of Algorithm
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Table 3: Best k and # iterations found by PW at different bases.
name N Edges deg 3 4 5 6 7 8 9 10
brock200_1 200 5066 50.7 k = 18 k = 17 k = 17 k = 16 k = 15 k = 15 k = 15 k = 15

13597 47327 20471 25336 36667 60763 10806 16977
brock200_2 200 10024 100.2 k = 39 k = 34 k = 32 k = 30 k = 30 k = 29 k = 29 k = 28

74447 83006 29964 195013 198093 77822 21326 86223
brock200_3 200 7852 78.5 k = 28 k = 25 k = 24 k = 22 k = 22 k = 21 k = 21 k = 22

257910 240388 53569 73560 137067 61748 106910 17325
brock200_4 200 6811 68.1 k = 25 k = 23 k = 22 k = 21 k = 20 k = 20 k = 20 k = 19

63289 46393 11475 28599 57640 18581 14127 45250
brock800_1 800 112095 280.2 k = 93 k = 79 k = 72 k = 68 k = 66 k = 65 k = 63 k = 62

854308 149280 432807 119385 214438 245306 667428 606459
torus11 121 242 4.0 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3

1635 3166 1668 1590 4999 1428 982 4755
torus13 169 338 4.0 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3

3260 6919 8317 1379 3708 1476 1347 2219
torus15 225 450 4.0 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3

3599 3062 2822 1189 5642 11005 26029 1183
torus17 289 578 4.0 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3 k = 3

7712 2818 15008 1883 7544 17151 9480 26335
torus19 361 722 4.0 k = 3 k = 3 k = 3 k = 3 k = 4 k = 3 k = 3 k = 3

5656 25305 5243 13268 283 22018 5985 22077
san200_0_7_1 200 5970 59.7 k = 14 k = 14 k = 14 k = 14 k = 15 k = 14 k = 14 k = 14

3859 4655 3736 6390 2026 3139 2738 11847
san200_0_7_2 200 5970 59.7 k = 22 k = 22 k = 22 k = 22 k = 22 k = 22 k = 21 k = 21

3240 3743 5216 3532 8782 2539 29505 18371
sanr200_0_7 200 6032 60.3 k = 22 k = 20 k = 19 k = 18 k = 18 k = 18 k = 17 k = 17

72442 67893 161607 34720 14261 9734 48078 120394

Table 4: Best cardinalities found at different probabilities. base = 8, BIAS = 1.0
name N Edges deg best_k PW_card mPW (0.5) mPW (0.7) mPW (0.9) True card
brock200_1 200 5066 50.7 15 17 17 18 17 21
brock200_2 200 10024 100.2 29 11 9 12 9 12
brock200_3 200 7852 78.5 21 13 14 12 15 15
brock200_4 200 6811 68.1 20 14 13 14 13 17
brock800_1 800 112095 280.2 65 19 18 17 19 23
torus11 121 242 4.0 3 47 46 45 45 55
torus13 169 338 4.0 3 66 63 64 61 78
torus15 225 450 4.0 3 81 86 90 84 105
torus17 289 578 4.0 3 103 108 109 107 136
torus19 361 722 4.0 3 130 135 136 137 171
san200_0_7_1 200 5970 59.7 14 22 22 16 16 30
san200_0_7_2 200 5970 59.7 22 13 13 14 13 18
sanr200_0_7 200 6032 60.3 18 15 15 15 15 18

Table 5: Best cardinalities found at each base for various graphs
name N Edges deg 3 4 5 6 7 8 9 10 True card.
brock200_1 200 5066 50.7 18 18 18 20 19 20 20 20 21
brock200_2 200 10024 100.2 11 12 12 12 12 12 12 12 12
brock200_3 200 7852 78.5 15 15 15 15 15 15 15 15 15
brock200_4 200 6811 68.1 14 15 17 16 17 17 16 15 17
brock800_1 800 112095 280.2 16 17 19 19 20 20 20 19 23
torus11 121 242 4.0 49 48 48 48 49 48 49 49 55
torus13 169 338 4.0 69 67 70 69 68 68 68 67 78
torus15 225 450 4.0 92 91 90 90 90 92 91 91 105
torus17 289 578 4.0 114 118 119 119 120 120 120 120 136
torus19 361 722 4.0 145 149 152 153 153 154 153 154 171
san200_0_7_1 200 5970 59.7 30 30 30 30 29 30 30 30 30
san200_0_7_2 200 5970 59.7 14 14 17 14 15 15 17 15 18
sanr200_0_7 200 6032 60.3 15 16 17 17 17 17 17 17 18
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1 was proposed. The naive algorithm used in [26] was later improved in [27] by a version
that runs in two phases thus avoiding the looping that may appear at some configurations
within the instance. In short, simulations have shown that the speedup of the coloring
algorithm was best possible, namely the linear time complexity of sequential version was
sped up to constant time complexity in a model with n processors. We believe that the
modified algorithm can enjoy the same speed up.
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Abstract. Bug severity classification is one of important and time consuming parts of soft-
ware bug resolution processes. This task is usually automated with supervised machine
learning methods, but results of our preliminary investigation about suitability of lexicon-
based approaches in this domain indicate that development of a specialized lexicon for
this purpose would also make sense. In this paper we present the development of such a
lexicon and its empirical evaluation alongside similar approaches and already publicly
available lexicons from a related domain of sentiment analysis. Experimental results of
classification performance are very dataset dependant and indicate also usefulness of the
sentiment analysis lexicons.
Keywords. lexicon-based classification, software bug severity, software bug report,
software maintenance, sentiment analysis

1 Introduction
Bugs in software systems refer to faults that prevent the systems to operate as intended.
Identification and resolution of bugs is thus crucial to ensure proper functionality and
quality of software. In this process, efficient bug triaging, usually according to perceived
bug severity is a very important aspect. Bug severity is assessed based on bug reports, in
which textual descriptions of bugs are one of the most important components. Automation
of such text-based bug severity classification is mostly approached with machine-learning
methods [7], [3], either with classic methods, or with methods based on deep neural net-
works and large language models, which are recently an ever more frequent choice.

A simpler commonly used baseline in many problem domains of text-based classifi-
cation is the lexicon-based approach, which makes use of predefined lexicons of terms
that are indicative of a specific target class. Besides serving as a simple and computation-
ally non-demanding baseline, lexicon based approaches are sometimes useful also due to
their so-called white box nature, meaning that the reasons for their results can always be
tracked-back and fully understood. Interestingly, there are no publicly available lexicons
for bug severity classification, although there was some research done on this topic [2].
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Our preliminary investigation [1] implies that development of such a lexicon could be
useful. In this paper, we report on the process of its development and present a quantitative
and qualitative comparison of its performance in relation to similar existing approaches
and resources. The lexicons and lexicon creation methods that we take into account are
presented in Section 2, the experiments are described in Section 3, results are shown in
section 4, conclusions is provided in Section 5.

2 Lexicon-based approaches

2.1 Lexicons

In this section we briefly describe the four lexicons that were used in our experiments:
two lexicon creation approaches that we followed to create bug severity lexicons and two
public lexicons for a different, but somewhat related domain of sentiment analysis.

2.1.1 A threshold-based approach

Here we provide a brief description of our previously proposed threshold based lexicon
development approach. For details, see the original publication [1]. The approach starts
by transforming the training dataset by filtering out punctuation and stop words and split-
ting into individual words. Next, we count word occurrences in the Summary column for
both Severe and Non-severe categories, generating two word lists that reflected word fre-
quencies in each category. We calculated the ratio of individual word appearances in both
categories and defined thresholds for severe and non-severe classifications. By exploring
various combinations of these thresholds, we generated subsets of the main word list to
identify the most significant words. The thresholds yielding the highest F1 scores on a
separate validation set are then selected to create the output lexicon.

2.1.2 Linear SVM-based approach

We also created a lexicon based on a linear SVM classifier following the approach from
a paper by Islam et al. [6]. The summary text column from the training dataset was
pre-processed with NLP techniques to obtain a corpus of words. The CountVectorizer
method was used to transform the processed text into a numerical word matrix. Through
training and testing with different values of parameter c on a validation set, the best pa-
rameter value was determined in terms of the F1 score. The linear SVM model with the
best performing c parameter was was used to gather the information on the coefficients,
with positive coefficients used as indicative of the target class (severe), and negative co-
efficients for the opposite class (non-severe). Consequently, we established two distinct
word lists: for severe category comprising words with positive coefficients, and for non-
severe category, including words with negative coefficients. Static lexicon was generated
for both categories and used in the lexicon-based classifier.

2.1.3 Bing Liu’s Opinion Lexicon

A study was conducted utilizing the publicly available Bing Liu sentiment lexicon [4] to
classify software bug severity. The Bing Liu lexicon consists of two text files: one con-
taining positive words and the other containing negative words. The positive file includes
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words with positive sentiments, while the negative file contains words with negative sen-
timents. These two files were used in place of our created lexicons, and we subsequently
applied our classification method, which is based on the intersection of word counts, to
classify the bug reports. In general, Bing Liu’s positive lexicon comprises words and
phrases that show sentiments, such as "excellent," "satisfied," and "impressive," while the
negative lexicon includes terms like "poor," "disappointed," and "frustrating,".

2.1.4 VADER Classifier

The last lexicon-based approach that we tested is VADER (Valence Aware Dictionary and
Sentiment Reasoner) [5]. It employs a pre-established lexicon containing over 7500 words
and phrases. Each paired sentiment intensity score that ranges from -4(highly negative) to
+4(highly positive). VADER classifier analyzes text by breaking it into individual words,
assigning sentiment scores to each, and then calculating the overall score. Its rule-based
features enhance sentiment analysis by effectively handling negation and incorporating
grammatical conventions. For instance, it reverses sentiment scores for phrases that are
negated, such as "not good," and modifies scores according to intensity boosters, like
"very" or "barely." Furthermore, VADER takes punctuation and capitalization into ac-
count to enhance the accuracy of sentiment assessments.

2.2 Lexicon-based classification
The classification method we employed for the lexicon-based classifier was simple and
straightforward. In this approach, each new bug is classified into the category that has the
highest overlap with its associated words from the lexicon. Specifically, we determined
this overlap by identifying which category’s lexicon contained the most matching words.
Importantly, while we calculated ratios to assess word relevance, these ratios were not
used as weights in the classification process. Instead, they served solely as a means to set
thresholds that limited the number of words considered for classification.

Predicted Severity =

{
Severe, if |B ∩ S| > |B ∩NS|
Non-Severe, if |B ∩NS| > |B ∩ S|

(1)

where B stands for the set of words in the new bug report and S stands for the set of words
in the Severe lexicon while NS denotes the set of words in the Non-Severe lexicon. In
cases where a new bug does not fall under the conditions specified in equation 1, i.e., the
intersection of words between the bug and the severe and non-severe lexicons is equal, we
considered these bugs to be neutral. To further classify these neutral bugs, we examined
the ratios of the severe and non-severe word. If the ratios were exactly equal and are
non-zero, we iterated through each word in the lexicon and found its index in the severe
lexicon, we calculated the normalized indices of the word by dividing its index in the
severe dictionary by the total length of the severe dictionary and multiplying by 100.
These normalized indices are stored in a list. We repeat this process for the non-severe
dictionary, creating a separate list of normalized indices for the non-severe words.

Severe Word normalized indices =
Isl
Lsl

× 100 (2)

Non-Severe Word normalized indices =
Insl
Lnsl

× 100 (3)
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where Isl denotes the index for severe lexicon and Lsl denotes the length of the severe
lexicon. Insl denotes the index for non-severe lexicon and Lnsldenotes the length of the
non-severe lexicon.

Next, we created two separate data frames: one for the severe normalized indices and
another for the non-severe normalized indices. From these, we calculated the minimum
value of the normalized indices for each category. This step was crucial in helping us
identify the category with the lowest overall normalized indices, which we hypothesized
to be the most representative of the bug report’s severity level. Following this, we com-
pared the minimum normalized indices for both categories. The category with the lower
normalized indices was then identified as the predicted severity level for the bug report.

In cases of neutral bugs, where the intersection of words between the bug report and
the severe and non-severe lexicons was equal, and the ratios of severe and non-severe
word normalized indices were exactly equal to zero, we employed a random assignment
approach to determine the severity level. Specifically, we randomly assigned the bug
report to either the severe or non-severe category.

It is important to note that this random assignment approach was utilized as a last re-
sort when all other lexicon-based classification methods had been exhausted. Moreover,
this random assignment was only applied to a small subset of neutral bugs. By incorporat-
ing this strategy for zero-equal ratio neutral bugs, we aimed to provide a comprehensive
and robust lexicon-based approach for bug severity classification. Ultimately, this method
ensured that all bug reports were assigned a severity level, even in cases where the textual
content alone did not provide a clear indication of the bug’s criticality.

3 Empirical Evaluation

3.1 Data

The data used in this study was taken from Bugzilla and Eclipse online platforms, com-
prising bug reports that include attributes such as Bug ID, Product, Component, Assignee,
Status, Resolution, Summary, Changed On, Priority, Severity, and Type. The primary
focus was on the target Severity column and the Summary column, which provided un-
structured textual descriptions of the bug in the bug report. Severity levels are categorized
as blocker, critical, major, normal, trivial, and minor (or S1 to S4), with the Type col-
umn indicating whether the issue is a defect, enhancement, or task. After combining data
from both software projects and excluding entries tagged as N/A, the dataset consisted of
51,154 items, with 33,924 classified as non-severe and 8,214 as severe. The Summary
column was pre-processed with tokenization, stop words removal and lemmatization.

3.2 Experimental Setting

In this section, we discuss the new experiments conducted for static lexicon creation and
the metrics selected to evaluate the models. The F1 score serves as a crucial metric for
assessing the performance of classification models, particularly in our context of dealing
with imbalanced datasets. It combines precision and recall into a single score, provid-
ing a balanced view of both metrics. These metrics were chosen for comparison due to
their ability to highlight the trade-offs between false positives and false negatives, which
is essential given the imbalanced nature of our dataset. A series of experiments were
undertaken to generate static lexicons for software bug severity classification.
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The first group of experiments (Exp 1a,1b,1c,1d) utilized the threshold-based ap-
proach, where a lexicon was created in the first experiment (1a), using a dataset from
Firefox for training while testing was performed using a dataset from Eclipse shown in
Table 1, and a static lexicon was created named lexicon_THR_1a. For second experi-
ment (1b) from same group of experiments, the datasets were switched: using a dataset
from Eclipse for training while testing was performed using a dataset from Firefox shown
in Table 2. The lexicon created from experiment 1b is named as lexicon_THR_1b. These
two lexicons were further merged by removal of duplicates and the final lexicon was gen-
erated named lexicon_THR_1ab, which included 1231 severe words, 6719 non-severe
words. In the same group of study, third experiment was conducted with combined dataset
of Eclipse and Firefox split into 60|20|20. A new lexicon generated from this experiment
was named lexicon_THR_1c, which comprised 2130 severe words and 5479 non-severe
words. The forth experiment within this group focused on the combined dataset but fil-
tered out bugs having a normal status to ensure equal data distribution. Again, the data was
split with a ratio of 60|20|20, resulting in another static lexicon named lexicon_THR_1d,
which included 45 severe words and 764 non-severe words.

In the second group of experiments (2a,2b), we employed a linear SVM coefficient
approach to generate the lexicon. Initially, the lexicon named lexicon_SVM_2a was cre-
ated using the Firefox dataset, and tested using the Eclipse dataset shown in Table 1.
Subsequently, another lexicon named lexicon_SVM_2b was created from the Eclipse
dataset and tested on the Firefox dataset also shown in Table 2. Words with positive co-
efficients indicated the severe category, while words with negative coefficients indicated
the non-severe category. This way, two static lexicons were created, merged, and dupli-
cates were removed based on coefficient values, resulting in a final static lexicon named
lexicon_SVM_2ab, which consists 3,756 severe words and 7,307 non-severe words.

In the third group of experiments, we utilized publicly available lexicons such as Bing
Liu’s opinion lexicon (lexicon_BL) to classify bug reports from both Eclipse and Firefox.
In the last experiment from this group, we utilized the VADER rule-based classifier to
classify bugs from both Eclipse and Firefox bug reports. These experiments were con-
ducted to compare the results of our generated lexicons from two different approaches
against existing lexicons.

4 Results

4.1 Performance Assessment

Results of our initial experimental assessment for dynamically created lexicons were al-
ready published [1]. According to F1 score for the Severe category as the most rel-
evant performance measure in our setting, the lexicon approach looked promising in
comparison to the machine learning approaches. Here we present the results of the
new experiments conducted with static lexicons. In this study, two datasets, Firefox
and Eclipse, were employed to evaluate various approaches for predicting software bug
severity. The methodologies examined included threshold-based lexicon creation, linear
SVM coefficient-based lexicon generation, and the utilization of publicly available lex-
icons (lexicon_BL and VADER). The results of the approaches studied in this work are
presented for the Eclipse and Firefox datasets.

Results from the experiments where Eclipse is used as a testing dataset are shown in
Table 1. They indicate that all the approaches in this setting performed better than the
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Table 1: Results showing averages of 10 iterations of experiments where static lexicon
was created with Firefox dataset and tested with Eclipse dataset

F1 F1mean TP FP TN FN tl tc
lexicon_THR 0.2208 0.4137 1147.5 2625.3 18212.7 5407.5 609.8 20.5
lexicon_SVM 0.3247 0.4670 2609.4 6883.7 13954.3 3945.6 182.4 29.6
lexicon_BL 0.3540 0.4806 4065.8 12348.1 8489.9 2489.2 - 16.4
Vader 0.2831 0.5144 2031 5758 15080 4524 - 130.2
SVM 0.4705 0.5454 321.8 612.1 20225.9 6233.2 501.1 847.5
MNB 0.4782 0.5456 390.3 697 20141 6164.7 1.5 0.7
LG 0.4418 0.5480 201.6 521.3 12564.7 1457.4 5.3 0.6

Table 2: Results showing averages of 10 iterations of experiments where static lexicon
was created with Eclipse dataset and tested with Firefox dataset.

F1 F1mean TP FP TN FN tl tc
lexicon_THR 0.2800 0.4634 688.2 2559.2 10526.8 970.8 825.3 7.3
lexicon_SVM 0.2362 0.4405 640.3 3098 9988 1018.7 6973.8 34.7
lexicon_BL 0.2141 0.4297 1132.5 7785.4 5300.6 526.5 - 8.9
Vader 0.2218 0.5112 667 3688 9398 992 - 70.6
SVM 0.1805 0.5454 262.7 984 12102 1396.3 4120.5 665.3
MNB 0.1727 0.5456 228.8 758.9 12327.1 1430.2 3.55 0.3
LG 0.1691 0.5480 201.6 521.3 12564.7 1457.4 15.9 0.3

classifier using our threshold-based lexicon approach. However, computing time require-
ments of our threshold-based classifier are lower than for majority of the other approaches.

Comparative analysis of F1 scores across all methods for the Eclipse dataset reveals
some insights into performance of various classification techniques. SVM recorded F1
score of 0.47 which is comparable to Multinomial Naive Bayes (MNB) with F1 score
0.48. Logistic Regression (LG) with an F1 score of 0.44, showed reasonable perfor-
mance. The Linear SVM-based lexicon (lexicon_SVM) recorded a much lower F1 score
of 0.32, The opinion lexicon-based (lexicon_BL) approach achieved F1 score of 0.35.
The Vader approach achieved F1 score of 0.28 and lexicon_THR recorded the lowest F1
score of 0.22. These results suggest that in this setting the lexicon-based approaches are
less effective compared to classic machine learning techniques.

In comparison of computing time requirements of classification, the results indicate
that the machine learning models, MNB and LG, demonstrated good efficiency with pro-
cessing times of 0.7 seconds and 0.6 seconds, respectively. In contrast, the lexicon_BL re-
quired 16.4 seconds, while our lexicon-based approach took 20.5 seconds. The maximum
computational time was recorded for the SVM at 847.5 seconds, followed by VADER at
130.2 seconds and lexicon_SVM at 29.6 seconds.

Results from the study in which the lexicon was created with Eclipse dataset and tested
on the Firefox dataset are shown in table 2 In the Firefox dataset, the evaluation of various
classification methods based on their F1 scores indicates all the approaches achieved a
very low F1 score; however, lexicon_THR with an F1 score of 0.28, performed better
than all the other approaches. The SVM approach achieved F1 score of 0.18, which is
relatively low. MNB achieved F1 score of 0.17. LG yields F1 score of 0.17. lexicon_SVM
performed better than SVM and MNB with an F1 score of 0.24. lexicon_BL achieved
an F1 score of 0.21 and showed moderate performance. The Vader rule-based lexicon
approach recorded an F1 score of 0.22.
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We compared the computing time of individual classifiers and results show that MNB
and LG had the best readings of 0.3 seconds. This was followed by lexicon_THR which
spent 7.3 seconds and lexicon_BL that performed well with 8.9 s. lexicon_SVM took 34.7
seconds and Vader took 70.6 seconds. SVM classification took by far the longest with
665.3 s. These results demonstrate that the lexicon-based approaches are efficient, but not
as much as some of the simpler classic machine learning methods, while the VADER clas-
sifier tends to be less efficient and particularly the SVM-based machine learned classifier
is in a class of its own regarding this aspect.

4.2 Qualitative Analysis
The purpose of performing a qualitative assessment in this work is to analyse how the
choice of words in the lexicons is related to the severity of software bugs. In few cases, a
negative term may be classified in the non-severe category, or conversely, a positive term
may be assigned to the severe category as a result of the specific vocabulary employed by
the individual bug reporter. For this purpose the top 25 words from the aforementioned
approaches are being enlisted below.

4.2.1 Intersection of lexicon_BL with Eclipse dataset

The purpose of the qualitative analysis regarding lexical intersections of lexicon_BL and
the summary text column in software bug report for Eclipse is to explore the relationship
between the languages used by users in bug reports and the corresponding lexical choices
made in the opinion lexicon. The aim is to identify patterns that may help in categoris-
ing the bug severity correctly. Interestingly, lexicon_BL performed comparatively better
on the Eclipse dataset, which makes it interesting for a qualitative comparison in this
case. The methodology for determining intersection is an exact match of words from lex-
icon_BL and the words from the summary column in the bug report. The most frequently
intersecting examples are provided below:

Intersection of lexicon_BL positive words with Eclipse bug report summary:
work: 494, support: 329, properly: 221, correctly: 214, available: 133, dynamic: 107, correct:
74, supported: 70, right: 61, improve: 57, respect: 53, better: 52, refresh: 49, clean: 47, like: 42,
improvements: 40, proper: 39, consistent: 35, progress: 35, well: 32, leads: 32, top: 29, works: 27,
refreshing: 24, contribution: 23

Intersection of lexicon_BL negative words with Eclipse bug report summary er-
ror: 1001, fails: 461, errors: 377, incorrect: 274, wrong: 248, problem: 216, invalid: 202, problems:
184, broken: 182, warning: 164, incorrectly: 153, hangs: 108, failure: 105, issues: 102, bug: 93,
disabled: 86, fail: 86, failed: 86, object: 86, failing: 83, slow: 83, static: 80, failures: 76, deadlock:
71, breaks: 69

Category-wise list of the intersecting words with the lexicon_BL positive words
Words only in severe category: prefers, rapid, protection, led, intelligent, guidance, suc-

cess, unmatched, overtaken, reliably, succeed, favorite, responsive, recovery, satisfied, simplified,
eagerly, warm, positives

Words only in non-severe category: restructure, positive, readable, helpful, variety, fairly,
enhance, faster, pretty, colorful, smooth, important, interesting, precise, trivially, hot, recommended,
compact, integrated, enough, refinement, welcome, nice, clearly, simplest

Category-wise list of the intersecting words with lexicon_BL negative words
Words only in severe category: radically, incapable, troubling, miss, messed, unfit, de-

stroy, inadequate, erase, killing, discriminate, difficulty, flawed, unsafe, refuse, cripple, dubious,
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repetitive, die, inappropriately, stealing, erratically, pan, painful, meaningless, zombie
Words only in non-severe category: obscures, clash, irreversible, omit, confusion, insen-

sitively, severity, ugly, harmful, harsh, leakage, idle, limited, redundancy, limits, flicker, inaccurate,
annoying, oddities, bleeding, trivial, lag, bleed, mangled, distortion, trapped

The intersecting words from lexicon_BL positive and negative word lists and the bug
report fall in both severe and non-severe categories. In the severe category, words like
"incapable," "troubling," "flawed", "destroy", "kill", "painful", and "difficulty" express
strong negative sentiments, indicating issues that could impact user experience and are
correctly classified. However, some words, like "zombie" and "messed," , succeed", and
"favorite" may lack clarity and seem to be misclassified.

In the non severe category words like "helpful" and "readable", "confusion," "annoy-
ing," "ugly," trivial," "idle," and "limited" indicate minor issues and accurately suggest
enhancements and are correctly classified. Interestingly, words like "harmful" and "irre-
versible," while serious in some contexts, seem to be misclassified as non-severe.

4.2.2 Intersection of threshold-based custom lexicon with Eclipse dataset

Intersecting Severe words from threshold approach with Eclipse bug report:
not: 4470, file: 1178, error: 1001, server: 870, wizard: 761, new: 581, web: 564, work: 494,

missing: 477, fails: 461, build: 426, version: 410, update: 361, service: 344, support: 329, create:
276, message: 269, add: 268, extension: 264, model: 260, plugin: 257, open: 249, creating: 248,
change: 245

Intersecting Non-severe words from threshold approach with Eclipse bug report:
not: 4470, project: 1627, file: 1178, editor: 795, validation: 770, page: 725, new: 581, view: 572,
web: 564, work: 494, missing: 477, name: 456, type: 454, source: 438, content: 424, version: 410,
class: 388, default: 387, attribute: 385, update: 361, runtime: 355, service: 344, exception: 338,
code: 337

Category-wise Intersecting Severe words from threshold-based approach
Words only in severe category: ver, succeed, rate, c, erase, refuse, kernel, shift, acknowl-

edge, messed, creat, accessed, reliably, zh, eventually, spanish, weekly, destroy, f, miss, killing,
eventual, architecture, cmdline, firing, disconnected, internally, however, mail, cs, ascii, p, garbled

Words only in non-severe category: exiting, username, unstable, indefinite, dropped,
uncheck, whitespace, invisible, deactivated, bringing, participant, future, live, excessive, interval,
printing, feed, talk, wrapper, attempted, dialogue, together, installable, infinity, depending

Category-wise Intersecting Non-Severe words from threshold-based approach
Words only in severe category: government, reappearing, toolkit, sharing, spike, unin-

tended, inconsistancies, occuring, responsive, accessed, animation, remembers, safety, co, duplica-
tion, octal, physical, recorded, reflecting, pickup, oriented, protection, reached, scale, decorated

Words only in non-severe category: numeric, integrate, quoted, visually, zoom, uncheck,
significantly, day, cloned, difference, stateless, participant, partly, future, extends, boundary, area,
leftover, uniform, buggy, accidentally, licence, unhelpful, stretched, feel, val, pasted

The threshold-based approach classifies words into severe and non-severe bug cate-
gories. In the severe category, words like "destroy," "killing," "messed," "refuse," "discon-
nected," and "inconsistencies" indicate major issues and are correctly classified. However,
some words, like "ver," "c," and "zh," lack context and clarity, and seem to be misclas-
sified for the severe category. Conversely, the non-severe category includes words like
"excessive", "invisible", "dropped", "attempted" and "together", which indicate minor is-
sues and are correctly classified. Interestingly, words like "buggy" "accidental", "unsta-
ble" are classified as non-severe, but imply critical problems, indicating misclassification.
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Frequent appearance of "not" suggests the need to consider negating words in the future.

4.2.3 Intersection of Linear SVM based custom lexicon with Eclipse dataset

Intersecting Severe words from Linear SVM approach with Eclipse bug report: not:
4470, error: 1001, server: 870, validation: 770, wizard: 761, new: 581, work: 494, missing: 477,
fails: 461, type: 454, build: 426, attribute: 385, runtime: 355,exception: 338, code: 337, module:
329, support: 329, create: 276, incorrect: 274, message: 269, add: 268, extension: 264, model:
260, plugin: 257

Intersecting Non-severe words from Linear SVM approach with Eclipse bug re-
port: project: 1627, file: 1178, editor: 795, page: 725, view: 572, web: 564, name: 456, source:
438, content: 424, version: 410, class: 388, default: 387, update: 361, service: 344, tag: 294, need:
287, dialog: 279, test: 274, schema: 259, set: 251, creating: 248, wrong: 248, change: 245, folder:
244, element: 226

Category-wise Intersecting Severe words from Linear SVM Approach
Words only in severe category: succeed, toolkit, internally, accessed, ascii, architecture,

forth, eventually, firing, blocker, unsafe, messed, layer, zh, mail, unpacked, spanish, erase, extreme,
killing, ver, garbled, reliably, installer

Words only in non-severe category: partition, pause, attemping, warn, massive, termi-
nates, pretty, nearly, together, whitespace, follows, anywhere, prompting, deactivated, middle, con-
current, designed, draw, unstable, sign, upgraded, phantom, username, ssl, mac, minimize

Category-wise Intersecting Non-Severe words from Linear SVM Approach
Words only in severe category: popups, erratically, encrypted, reached, neither, sharing,

crashing, favorite, safety, operational, compose, deactivating, filling, refuse, storing, vulnerability,
organized, spike, exporter, decorated, scale, disconnected, responsive, co, reboot

Words only in non-severe category: management, existant, person, significantly, book-
mark, accepted, configure, assert, equivalent, ad, supposed, originating, functioning, slowly, dictio-
nary, hiding, fishy, selector, colour, filesystem, frame, busy, automatic, year

In the severe category, words such as "blocker," "unsafe," and "vulnerability", "crash-
ing," "messed," and "killing" show critical issues that could lead to system failure and user
frustration. This indicates that these words are correctly classified by the Linear SVM co-
efficient approach. However, some words, such as "zh," "ver," and "forth," lack clear
context and clarity and seem to be misclassified for severe category. On the other hand,
the non-severe category includes words like "unstable," "massive," "pretty," "pause," "to-
gether," and "whitespace," which indicate minor inconveniences. This shows that these
words are correctly classified as non-severe bugs. Interestingly, words like "warn" and
"deactivated," seem to be misclassified by the Linear SVM coefficient approach.

4.3 Discussion

The results indicate that the choice of dataset significantly influences the performance of
the approaches under study. The threshold-based lexicon and Linear SVM coefficient-
based lexicon offer a promising baseline and allow for some transparency as it was shown
with the qualitative analysis. The frequency of negation-related words shown by the qual-
itative analysis indicates the potential importance of handling negation, which we will
pursue before the otherwise planned enrichment of the lexicons via vector embeddings.
Despite the expectation that the lexicon-based approaches will take the least computa-
tion time, the results show that the computation times of lexicon-based classifiers are
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in-between the slower ML approaches (Vader and SVM) and the faster ones (MNB and
LG), but closer to the latter.

5 Conclusion
Following the initial studies on the potential of a lexicon for classifying bug severity, static
lexicons were created using two approaches that combined datasets from two sources.
Results indicate that the performance of our threshold-based approach and the publicly
available lexicons is dependent on the dataset used. The lexicon-based approach would
be more effective if datasets from different domains and well-written bug reports are
included in the lexicon creation process. Furthermore, sentiment lexicons proved surpris-
ingly useful, despite their lack of software-specific vocabulary. The analysis also suggests
that addressing negation in the lexicon-based approach could enhance its effectiveness.
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Abstract: Authorship attribution is a classification task with the goal of attributing 
authorship of one author from a closed set of authors to a given anonymous text. In 
context of short texts that are typically linked with social media platforms, attributing 
authorship can be an important step in forensic analyses and tracking the spread of 
information online. In this paper we explore the authorship attribution potential of 
several machine learning models trained and evaluated on two datasets comprised of 
Twitter posts, as well as how the number of authors, the number of texts, data 
preprocessing, and data augmentation affect the classification accuracy. While the 
obtained results suggest that the tested models successfully extracted some knowledge 
that can be used to correctly assign authorship to short texts, the results, all  leave much 
to be desired due to challenges related especially to the relatively small number of sample 
texts per author and their length. 
 
Key Words: authorship attribution, short texts, tweets, machine learning, social 
networks 
 
 
1 Introduction  
 
Determining the authorship of a text is a task within the field of natural language 
processing. It involves identifying the author of a text based solely on the text itself, 
without considering any other potential sources of information about the author. This task, 
also known as authorship attribution or authorship identification, can take different 
forms. In its most common form, it is a classification task with a given set of authors and 
their known texts based on which one or several anonymous texts should be attributed to 
one or none of the authors. Other similar tasks include authorship verification or 
authorship discrimination, pertaining to the problem of verifying whether two texts were 
written by the same author, author profiling, and concealment of authorship. Today, text 
authorship attribution is important for ensuring that text writers are recognized, protected, 
and held accountable for their work. In forensic investigations, for example, a single or 
several short text messages could provide a trace to an author's identity or a link between 
multiple social media accounts run by the same person or even bots. 

Authorship attribution can be attempted on texts of any length, yet the approach to the 
authorship attribution problem will differ significantly for texts of different lengths, 
languages, or genres. Longer texts have a number of statistical features that can be used 
to try to match them with some of the known text samples. Classification of short texts, 
typically available on social networks, is an especially challenging task due to the large 
number of users (authors), a limit on post (text) length, and the disbalance in number of 
training samples per author. Such large-scale authorship attribution is equated in the 
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literature with looking for a needle in a haystack [1] and cannot rely on common methods 
of authorship attribution used with long texts. 

In the past, data sets of movie reviews IMDb62 [2], posts from blogger.com Blog 
Authorship Corpus [3], and e-mails of Enron company employees [4] have been 
frequently used for authorship attribution in short texts. More recently, significant work 
has been done on models for determining the authorship of comments on the Reddit 
platform [5] and posts collected from radical Islamist forums on the dark web [6]. Still, 
among the most commonly used datasets for learning and testing models today are tweets, 
more specifically tweet datasets by Schwartz et al. [7] and by Rocha et al. [8]. Compared 
to other types of short text sources on the Internet, Twitter (currently known as X) posts 
have a more standardized length distribution – previously up to 140 characters, and today 
up to 280 characters for regular and up to 25,000 characters for premium users. In this 
paper, we approach the problem of short text authorship attribution focusing on tweets 
and exploring several machine learning models for their classification. 

The remainder of this paper is organized as follows. In section 2, we describe the tweet 
datasets, data preparation, and properties of machine learning models that we used for the 
problem of short text authorship attribution problem. Classification results are presented 
in section 3 and discussed in section 4. Finally, we present our work’s conclusions in 
section 5. 
 
 
2 Methods 
 
2.1 Dataset 
 
The dataset used in this research [8] contains a total of 10,577,946 tweets from 6,293 
different user profiles. The dataset is unbalanced. Along with each publication text, the 
set also contains grammatical part of speech (POS) tags. The maximum text length is 140 
characters. The shortest texts in the set contain only one character (typically an emoticon).  
This dataset, provided by the author, was pre-processed. As indicated by [10], the 
classification results after masking tags (words with the prefix "#") and references to other 
users (usernames with the prefix "@") tend be significantly worse, as references to other 
users indicate a network of users with whom an individual author regularly 
communicates. The absence of masking of references makes the methods unreliable 
because during training the model will learn to identify the reference with the author who 
uses it and later all publications containing the same reference will be incorrectly 
classified [8]. For this reason, dataset preprocessing includes replacing numbers, 
references to other users (username with the prefix "@"), tags (including “#” prefix), 
timestamps, dates, shares (re-tweets), and links within the text with special tags for each 
of the listed categories (NUM, REF, TAG, TIM, DAT, RT REF, and URL respectively). 
Numbers, dates, times and links are normalized because they are rare features and it is 
unlikely that the user will use them in identical form more than once, but the way they 
are used indicates a particular author [8]. When it comes to determining authorship, there 
is generally no need for typical text preprocessing steps such as converting uppercase 
letters to lowercase or stemming words, because differences in the use of elements such 
as uppercase and lowercase letters, prefixes and suffixes make up the author's style. 

In order to remove authors who act like bots and make the classification task easier, 
the number of duplicates among the posts of each author was analyzed. Authors with a 
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share of duplicates greater than 10% were removed, resulting in 8,239,445 texts from 
4,932 authors left in the dataset. 

Shared Twitter posts in this dataset contain the tag "RT REF", followed by the text of 
the post being forwarded. There are 131,687 such posts in the dataset. While such texts 
are in the literature typically removed from the subsequent processing [8], [9], we decided 
to include them, but to remove the text following the "RT REF" tag. The motivation for 
this decision is the idea that the frequency with which someone else's posts are forwarded 
can potentially indicate the author. 

The dataset, furthermore, contains texts written in different languages. To enhance the 
results of language detection tools on the texts from the dataset and, finally, improve 
classification outcomes, the following steps were taken: 

 Removed "REF", "RT REF", "TAG", and "URL" masking tags, and replaced 
each "NUM" masking tag with the number "1" 

 Texts that do not contain any letters of any world alphabet are marked as English 
 For texts whose length after the previous steps is two characters, it is checked 

whether they are included in the set of the most common two-letter English 
words 

 Texts containing only one token were checked for variants of frequently used 
English Internet slang 

 
In order to remove authors with non-English texts from the set, three different Python 

language detection libraries were used: py3langid, Lingua, and fastText. For each text, 
the three most likely languages were obtained by each of the three tools. Based on the 
sum of votes and probabilities, the language was determined as the one with the highest 
number of votes, unless there is another language with a higher sum of probabilities and 
more than one vote. Using this process, 85% of the texts in the dataset were classified as 
texts in English. Due to the possibility of incorrect detection, authors with a share of 
English texts below 90% were removed from the set. 

In the final step, authors with less than 50 texts were removed from the dataset. The 
result is a set with 6,443,043 texts from 3,677 authors. 

In addition to the original texts, using the Python emoji library, a version of the texts 
was created in which the emoticons were replaced by the "SYM" label in order to assess 
their influence on the classification. 

Aside from the already described dataset preparation needs, there are several more 
remarks that need to be taken into account regarding the short text datasets or tweets in 
specific. In order for authorship to be established, the author's style must be unchanging 
to a sufficient extent or the changes in style must be predictable. Still, this doesn’t have 
to be the case in practice. For example, an analysis of Twitter posts of  133 authors during 
a period of 4 years, based on n-gram frequencies, indicated that the vocabulary used by 
authors changes over time and differently for different authors [11]. Additionally, some 
authors suggest that almost 30% of tweet authors behave like automated bots and publish 
texts with an easily recognizable pattern, for example a title and a link to an ad or article 
[12]. If the problem we are dealing with is to create a model that recognizes and attributes 
human authorship, the presence of non-human authors must be taken into account because 
it makes the task seem easier than it actually is in real life and is detrimental to building 
an efficient classification model. Finally, today, when large language models are used to 
generate texts that are practically indistinguishable from texts written by humans, the task 
of successful authorship attribution for short texts might seem impossible or at least 
limited to cases of well-established short text databases and closed author sets. 
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2.2 Data encoding for machine learning models 
 
Two different ways of text representation were used to represent short texts in a format 
suitable for the machine learning models used in this paper:  

 Character n-grams whose vector representations are learned as part of model 
learning. An n-gram is a sequence of n characters or words from a given text. 
The advantage of character n-grams is that they can be easily and universally 
extracted from text in any language. Character n-grams generally capture 
stylistic patterns in the text that indicate the author, and lexical n-grams indicate 
the topic of the text [13]. Methods that look at the words of the text give good 
results in domains where the information about the topic is distinct, such as e-
mail, movie reviews and blogs [5]. In this paper, character n-grams are 
represented according to the example of the paper [9], in which character 4-
grams were used for text representation. For n=4, from the set of all 4-grams 
present in the training set, those that appear in only one text and those that appear 
in every author are thrown out, thereby reducing the noise and reducing the size 
of the vocabulary. The length of the n-gram n and the minimum number of texts 
that must contain the n-gram are parameters that can be specified when defining 
the model. The remaining n-grams are sorted lexicographically and marked with 
indexes and serve as a vocabulary. The zero index is used to represent n-grams 
outside the vocabulary. Each text is represented by a sequence of indexes that 
serve as input to the model. 

 Vector representations of tokens obtained using a language model learned on 
a set of English Twitter posts. BERTweet [14] is a language model learned on 
850 million English Twitter posts. It is based on the language model BERT [15], 
yet gives better results than BERT on tasks in the field of natural language 
processing (grammatical marking, recognition of named entities, text 
classification) when it comes to posts from Twitter. BERT (Bidirectional 
Encoder Representations from Transformers) is a language model with a 
transformer architecture trained on Wikipedia articles and literary works. 
BERTweet model expects an input in form of a text normalized as follows: i) 
emoticons translated into text using the Python emoji library, ii) references to 
users masked tagged "@USER", iii) links masked marked "HTTPURL". To 
perform text normalization, the code available at 
https://github.com/VinAIResearch/BERTweet was modified to replace tags 
from the pre-processed dataset [8] with tags required by the BERTweet model. 
The appropriate tokenizer converts the text into a list of token identifiers. The 
embedding layer of the model converts each input token into a vector 
representation that represents that token as an element of the model's vocabulary 
and its position in the text. The meaning of that token in the context of the whole 
sentence—which can be different in different sentences—is encoded by the 
encoder. The attention mechanism in the encoder determines, for each token in 
a sentence, the extent to which every other token contributes to the 
understanding of its meaning in the context of that very sentence. The output of 
the model is a 768-dimensional vector representing a sentence. In this work, the 
output of the penultimate layer of the model is used, i.e. 768-dimensional vectors 
representing tokens of the input sentence. 
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2.3 Machine learning models 
 
All machine learning models evaluated in this research were based on convolutional 
neural networks, since they make excellent use of signals at the character level (which 
define an authors’ style), can successfully distinguish between a large number of classes, 
reach decision fast, and perform well on unbalanced datasets [5]. 

Convolutional neural networks consist of convolutional layers, compression layers, 
and fully connected layers with a softmax classification output. The output of the 
convolutional layer is a map of features calculated based on each element and its 
neighborhood in the previous layer. With compression layers, the network selects the 
highest value features in each map, thereby selecting the most useful features. If the input 
to the model is a sequence of character n-grams represented by numerical indices, the 
models start with a representation module that learns dense d-dimensional vector 
representations. If the input text tokens are represented by BERTweet vector 
representations, the representation module is not required. The following three 
convolutional neural network models were explored in the paper: 

 Parallel convolutional model, as proposed by [12]. The input to the model is a 
sequence of character n-grams of length l. The model starts with a representation 
module that learns dense d-dimensional vector representations (d=300). The 
result is a d×l matrix. Feature maps are obtained by one-dimensional convolution 
using convolutional filters of width 3, 4, and 5. Different widths cover features 
at the morpheme to word levels. Collapse for each feature map selects the 
maximum value it contains. This implemented model was implemented for 
character unigrams, l=140, d=300, and 500 filters. 

 Sequential convolutional model, as proposed by [9]. This model contains 
folding layers and k-max compression layers. The folding layer creates 
dependencies between convolutional filters by adding two consecutive output 
rows. In the next convolutional layer, the feature in the resulting feature map 
now depends on the two filters of the lower-level convolutional layer. K-max 
compression selects the k largest values per dimension. 

 Convolutional model with capsule layer, as proposed by [13] where a 
convolutional model with a capsule layer was applied to the text in the form of 
a series of character unigrams as input. In convolutional networks, in order to 
achieve shift-invariance, compression layers between two layers convey 
information about the presence of a feature, but information about spatial 
relationships between features is lost. Classification is based on the presence of 
learned features, without considering the relationships between them. In capsule 
networks, groups of neurons called capsules take spatial relationships into 
account and learn them using dynamic routing by which capsules in a lower-
level layer receive feedback from capsules in a higher-level layer [16]. Each 
capsule determines the presence of a lower-level feature and its activation 
parameters, and the output of the capsule is fed to the input of the higher-layer 
capsule whose feature has the greatest chance of being predicted, and in this way 
the lower-level capsules learn what to pay attention to, that is, which feature to 
specialize in [16]. The implemented model has two convolutional layers and one 
layer of 72 capsules. Each capsule in the capsule layer determines the presence 
of a feature based on the output of the previous layer. The model with one layer 
of 72 capsules proved to be the best architecture explored in this paper [13]. 
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3 Results 
 
In order to train, test, and evaluate the three models, each of the dataset used was divided 
into a subset for learning, validation, and testing in the ratio 0.7:0.2:0.1. Model 
hyperparameters’ values were determined using sparse search over the parameter space. 
Learning was performed for a maximum of 100 epochs with early stopping based on the 
loss on the validation set. 
 
3.1 Using n-gram representations 
 
The results of the experiments for 50 or 100 authors with 50 or 100, 1000, and 2000 texts 
each for the best models are shown in Table 1. 
 

Table 1. Classification accuracy of best models for n-gram representations 

 50 authors 100 authors 
Model 50 

texts 
each 

1000 
texts 
each 

2000 
texts 
each 

100 
texts 
each 

1000 
texts 
each 

2000 
texts 
each 

Parallel 
n=1, d=70, lr=1e-3 

0.28 0.49 0.53 0.26 0.43 0.45 

Sequential 
n=1, d=48, lr=1e-3 

0.20 0.41 0.45 0.20 0.34 0.36 

Sequential 
n=4, min_texts=2, 
d=300, lr=1e-4 

0.18 0.41 0.48 0.18 0.36 0.41 

Capsules 
n=1, d=70, lr=1e-4 

0.29  0.49 0.48 0.25 0.41 0.45 

Capsules 
n=4, min_texts=2, 
d=70, lr=1e-4 

0.17 0.39 0.46 0.18 0.34 0.39 

 
As expected, all models achieve better results when increasing the number of available 

training texts. By increasing the number of available texts from 50 or 100 to 1000, the 
classification accuracy increases approximately twofold and reaches the value of 
approximately 50%. When fewer texts per author are available for training, the sequential 
model trained on character unigrams performs better than the same model trained on 
character 4-grams. By increasing the number of texts, the sequential model trained 
character 4-grams achieves better accuracy than the same model over character unigrams. 
These results show, as it was expected, that by learning on a larger number of texts, the 
model can better detect patterns when it comes to longer strings of characters. 

The parallel convolutional model consistently achieves the best results, and the 
sequential one the worst results. Based on the obtained results, the parallel convolutional 
model most successfully attributes authorship to Twitter posts from the dataset [8]. 
 
3.2 Using BERTweet representations 
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In order to analyze the impact of using BERTweet representations on classification 
accuracy, experiments were conducted with the same context as with n-grams and the 
results for the best obtained models are shown in the Table 2. 
 

Table 2. Classification accuracy of best models for BERTweet representations 

 50 authors 100 authors 
Model 50 

texts 
each 

1000 
texts 
each 

2000 
texts 
each 

100 
texts 
each 

1000 
texts 
each 

2000 
texts 
each 

BERT_parallel, lr = 1e-4 0.44 0.57 0.60 0.38 0.50 0.51 
BERT_ sequential, lr = 1e-4 0.36 0.48 0.52 0.29 0.41 0.44 
BERT_capsules, lr = 1e-4 0.35 0.54 0.58 0.32 0.46 0.48 

 
Models trained on BERTweet representations perform better than those trained on n-

gram representations (Table 1). Although the BERTweet language model was trained for 
different tasks in the field of natural language processing, it was trained on a huge dataset. 
Vector representations of character n-grams are learned for this specific problem, but on 
several orders of magnitude smaller data sets and this is a possible explanation for why 
they give worse results. 

Some additional insights into classification results confirmed initial assumptions 
about the effects of lower text length on classification outcomes. For example, 
classification outcomes for authors who write shorter texts are significantly worse 
compared to classification outcomes of authors of longer texts. BERT_parallel model 
trained on 50 authors with 1000 texts each classified correctly 100% of test examples for 
the author 4557, whose short texts include the following examples: 

• One third of all recorded burglaries are against businesses: Did you know that 
one third of all recorded burgl... URL 

• We're looking for: homes with a stylish family kitchen: Three beautiful British 
homes for sale with kitchens y... URL 

• Easter NUM: three family homes with chicken coops: Three gorgeous family 
homes with chicken coops. URL 

yet the same model classified correctly only 38% of test examples for the author 4557, 
whose short texts with inconsistent capitalization and informal language include the 
following examples: 

• REF u ok 
• REF u think THIS is A JOKE 
• Im bored so there for i will sleep. TAG 
• IM SO DUMB 

 
3.3 Data augmentation 
 
With data augmentation, the dataset size is artificially increased without collecting new 
data samples. If the task at hand is to classify more than one unknown text, but all 
belonging to the same author, by combining several texts into one longer text the model 
has more information available during learning and prediction on the basis of which it 
can make decisions. By concatenating any two texts from a single author, the number of 
texts increases, for example, from 50 to 50×49=2450. The experiments were conducted 
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on data from the set [8] for 50 authors with 50 texts and 50 authors with 1000 texts. The 
results are presented in Table 3 and Table 4. Each tested model achieves better 
classification accuracy on augmented texts. This strategy reduces the impact of noise and 
thereby achieves regularization of the model [9]. The model in each epoch sees each data 
in several different versions and has the possibility to correct the mistakes made earlier. 
 

Table 3. Classification accuracy of best models for n-gram representations with and 
without data augmentation for 50 authors with 50 texts 

Model No augmentation Augmentation  
Parallel 
n=1, d=70, lr=1e-3 

0.28 0.36 

Sequential 
n=1, d=48, lr=1e-3 

0.20 0.29 

Sequential 
n=4, min_texts=2, d=300, lr=1e-4 

0.18 0.27 

Capsules 
n=1, d=70, lr=1e-4 

0.29 0.36 

Capsules 
n=4, min_texts=2, d=70, lr=1e-4 

0.17 0.31 

 

Table 4. Classification accuracy of best models for BERTweet representations with and 
without data augmentation for 50 authors with 50 texts 

Model No augmentation Augmentation  
BERT_parallel, lr 
= 1e-4 

0.44 0.61 

BERT_ sequential, 
lr = 1e-4 

0.36 0.50 

BERT_capsules, lr 
= 1e-4 

0.35 0.58 

 
 
4 Discussion 
 
The results obtained through experiments and described in the previous paper section are 
in line with our expectations. Classification results obtained on a sample of 50 authors 
with 50 texts per author for three different convolutional neural network architectures 
have accuracy between 17% and 29% (for n-gram representations) and 35% and 44% (for 
BERTweet representations). Increasing the number of texts per author to 2000 improved 
those results to 45% to 53% and 52% to 60% respectively. It seems, based on this, that 
BERTwitter representations are a more efficient way of encoding text for the authorship 
attribution of short texts. Among the tested models, parallel convolutional model proved 
to be the most successful across nearly all experimental settings and the explored data 
augmentation technique of text concatenation provided an additional increase in 
classification accuracy across all settings. 
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Overall, however, no model in no settings achieved results better than 61% in terms 
of classification accuracy suggesting the task is still challenging due to its constrains – a 
high potential number of authors and low amount of information available per short text. 
Due to the same constraints, it cannot be claimed that the results would generalize well 
on short texts obtained through similar yet different social platforms like Facebook or 
Instagram. Different platforms have different post length limits, as well as specific limits 
on post or comment preview length, which authors take into consideration when posting. 
We believe that the solution to this problem is more likely to be found by training models 
specifically for a given platform and taking into account its limitations then by training 
general classification models with input text samples of diverse limitations and features. 
 
 
5 Conclusion 
 
The work described in this paper describes the challenges and the experimental results 
related to short text authorship attribution using convolutional neural network classifiers. 
Several experiments conducted on a preprocessed tweets dataset [8] indicated the 
complexity of preprocessing required to obtain a dataset with as little noise as possible as 
well as how challenging it is to obtain high accuracy results on such a dataset. The 
conducted experiments indicated that BERTweet representations are a better choice than 
n-grams, and that a parallel convolutional model is a better choice than sequential model 
or using capsules. Still even with those choices, the task remains challenging and the 
highest obtained classification results do not exceed 61% accuracy. 
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Abstracts: As everyday life becomes increasingly mediated by data and algorithms, anthropology 
offers a critical lens to examine how algorithms intersect with cultural practices, social justice, and 
power dynamics. Can algorithmic predictions or our digital practices truly account for the 
unpredictability and complexity of human experience? What rights do we have concerning data 
rights in a world governed by these systems? This paper explores the anthropological study of 
algorithms as and of culture—unstable ‘objects’ that are enacted through the varied practices of 
those who engage with them. I will discuss how anthropological methods and concepts can be 
employed to make sense of the precarious relationship with algorithms, what implications these 
technologies have on our everyday life, and what does anthropology bring to the table in 
understanding them. By bringing an anthropological perspective to the study of algorithms, this 
paper aims to entangle the ways in which they influence and reflect societal norms, providing 
deeper insights into the human impact of these technologies. 

Key Words: anthropology, algorithms,  

1 Introduction 

Anthropology is a very wide term that encompasses the study of everything of what makes us 
human. From our origins and biological features to our everyday practices. To understand this 
complexity of what we all share as humans and our rich diversity, anthropology draws and builds 
upon knowledge gained from multiple disciplines from the social and biological sciences as well as 
the humanities and physical sciences. In the last decade, anthropology has opened itself to include a 
multitude of other than human beings and have begun asking questions on the diversity of ways 
these non-human beings feature in human lives (Haraway 2008; Konh 2013; Tsing 2013). 
Computational algorithms are neither. They are a key concept in digital technologies, briefly 
described as the instructions or rules written in an appropriate language for a computer to process a 
task and, subsequently, to perform and execute it.  Digital technologies in general and algorithms in 
particular have conditioned a creation of another kind of being, of being between or beyond human 
and non-human, coinciding neither, affecting both.  

Everyday life became increasingly mediated by data and algorithms. While they take life of their 
own, they are also taking our lives so to speak. Anthropology offers a critical lens to examine this 
newly founded relations and how these objects intersect with cultural practices, social justice, and 
power dynamics. Can algorithmic predictions or our digital practices truly account for the 
unpredictability and complexity of human experience? What rights do we have concerning data 
rights in a world governed by these systems? This paper explores the anthropological study of 
algorithms as unstable ‘objects’ that are enacted through the varied practices of those who engage 
with them. Anthropology, as I aim to show, have been involved in studying algorithms in different 
contexts revealing how algorithms, not only influence and are influenced by larger social, historical 
and political dynamics but have become so entangled with our lives that we have become data. I 
will also present new and emerging directions, away from anthropological concerns of algorithmic 
effect and affect on humans towards exploration of the life of algorithms themselves, that define, 
refine and produce horizons of being in the contemporary world.  
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2 Anthropology and algorithms 

Anthropology has been exploring the topic of algorithms for some time now. This interest emerged 
alongside the rise of digital technologies and internet in the 1990s and got amplified with the rise of 
social media in 2010. However, when social scientists speak about algorithms, they tend to be less 
concerned with the mechanical term, and more with the ways in which software conditions our very 
existence (Couldry and Mejias 2019). 

Anthropologists studying algorithms work in a variety of field sites to understand how algorithms 
shape social, cultural, and economic life. Together, these works offer critical insights into how 
algorithms produce effect and affect. By saying anthropology study algorithms, it is unclear whether 
they refer to the same things. It is a place for imaginary (Bucher 2017), anxieties ( de Vries and 
Schinkel 2019), as culture and systems (Seaver 2017), ecologies (Schinkel 2023) and assemblages 
(Lowrie 2018). It is undeniable that algorithms do things to us. They shape experiences without 
needing direct understanding of their technical details. Heterogeneous entanglements we have with 
algorithms are mostly characterised by their opacity and elusiveness (Pasquale 2015) and by being 
black boxed they become complex ethnographic objects of concern. 

At the beginning, algorithms were simple. For example in music recommendation system they 
simply picked one artists and seed to similar artists. Now, there are sub algorithms trying to 
determine what kind of listener you are and they adjust recommendations accordingly. And the 
master algorithm that binds all this together is optimised to doing one thing only, to keep the 
listeners listening. From a phenomenological viewpoint, inspired by Merleau-Ponty (1974), 
algorithms  in most of the anthropological studies, are not directly perceived as their mathematical 
structures, but rather through the moods, emotions, and sensations they generate. Just as we 
perceive people through their habits or personalities rather than their physical appearance, 
algorithms are "felt" through the outcomes they produce, not their internal workings. 

Early writings have laid the groundwork for questioning the neutrality and autonomy of 
computational systems and understanding how these systems interact with social structures and 
identities (Suchman 2007, Dourish 2004). Suchman in her study (1987) investigated relationship 
between humans and machines and introduced the notion of interactive artefacts to challenge the 
idea that these can autonomously interpret and act upon user input. The meeting of the human and 
the machine, each figured to possess pre-established capacities, is in her writing shifted to the 
possibility of encounter that Suchman understands as ‘those moments of moving complicity 
between persons and things’ (245). This observation will become a recurring theme in 
understanding human/posthuman interaction, the amount of complicity and, when it comes to 
illusiveness of algorithms, our entrapment. 

The early writings have paved the way for how social contexts and human embodiment shape 
algorithms and computational processes acknowledging their embeddedness in a broader social and 
physical environment (Dourish 2004). Some authors have very early on been critical of 
classification systems and standardisation that produce obscurity as to what voices and which 
concerns have been included and/or excluded (Bowker and Leigh Star 2000). Many continue to be 
sceptical to the possibility of making all knowledge retrievable and re-debatable and to what 
purpose (ibid: 30). Digital governance has become a corner stone of anthropological inquiry 
benefitting from work of Gillespie (2018) on surveillance, who has examined how society’s 
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organisation is influences by automated systems, and Costello et al. (2023) whose research is 
particularly concerned on public health and youth well being. While there is a discernible pattern of 
algorithms as social artefacts influenced by and influencing societal structures the exact way these 
show varies depending on the context. Austin, for example, was able to show how automated 
decision making systems can perpetuate existing inequalities and shape individual behaviour and 
how such systems are in need for policy interventions that address the risk posed by social media 
algorithms to adolescent mental health (ibid). 

More recently, anthropologists stepped into various virtual field sites where they begun to 
understand the ways in which algorithms shape content visibility and user engagement. While 
researching Spotify and Netflix, Seaver (2022) questions were directed towards understanding how 
algorithms interpret and predict tastes. Not only they, the algorithms, recommend music, they also 
create and reinforce specific music taste. That algorithms influence people to adapt their lives to 
algorithmic expectations and commodify human behaviour comes no longer as a surprise. At the 
same time they continue to being seen as responsible to contributing to systemic injustices and 
harbour biases that disadvantage marginalised groups as algorithmic presumed neutrality continues 
to produce “algorithmically sustained  discrimination” (Benjamin 2019: 143).  

3 Algorithms as everyday life 

We often think of algorithms as neutral, objective, or purely technical—designed to help solve 
complex problems efficiently. However, anthropology offers us a different lens. Anthropologists 
have found that actors enact algorithms differently: engineers for example adjust their code to 
mediate between the distinctive behaviours of their users while consumers try to work the algorithm 
as they understood it, to generate more desirable matches and possibilities (Seaver 2022; Devendorf 
and Goodman 2014). 

From the perspective of algorithms as culture, position proposed by Seaver (2022), algorithms are 
understood not as embedded in but as created by humans and shaped by the social contexts in which 
their creators operate. However, culture as a term in anthropology have gained scepticism as an 
explanatory all encompassing concept (Abu-Lughod 1991) because of its implicit holism and 
homogenising, essentialist tendencies were seemed politically problematic and ill-suited to the 
conflictual, changing shape of everyday life in anthropological field sites. Like other aspects of 
culture, algorithms are shaped by practices that merge technical and non-technical aspects, rather 
than drawing a clear line between the two. In this view, algorithms are not singular technical objects 
that enter into many different cultural interactions, but are rather unstable objects, enacted by the 
practices people use to engage with them (Ibid). 

When I conducted a search on twitter #algorithm, one user referred to smartphones as “digital 
pacifiers,” noting how algorithms are deliberately crafted to keep users engaged for longer 
durations. From an anthropological perspective, we can interpret this as a reflection of intentionality 
embedded in technological artefacts, a concept Alfred Gell explores in Vogel’s Net (1996). Gell 
argues that tools, including algorithms, are not passive objects but are designed with the intent to 
influence human behaviour, much like a hunter’s trap designed to capture prey. The algorithm’s 
purpose here is not just functional but behavioural—it aims to maximise user engagement. Another 
user raised a nostalgic question: Can we return to a time of scheduled news, fact-checked 
newspapers, and in-store shopping? This speaks to the cultural shift algorithms have brought about, 
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moving us from passive consumption to algorithmically-driven, personalised interactions. Nick 
Seaver’s (2022) work highlights the intimate and often unnoticed role algorithms have in our digital 
lives and how they actively shape what we encounter online by prioritising certain content based on 
what is “engaging” or “viral.” This curated experience of media consumption creates a sense of 
longing for a time when content seemed more neutral and less controlled by algorithmic logic. His 
work further highlights how users form personal theories about algorithms, of what the algorithm 
should be, and many express discomfort with the way they are categorised, underscoring the tension 
between algorithmic categorisation and self-perception despite not fully understanding their 
technical operations.  

The everyday life, where we learn about friendship and love, where we acquire and develop varied 
competencies, and where potential for our individual and collective agency to transform existing 
social and political conditions resides, has never been a neutral realm (see Gardiner 2000). Our 
digital life, now irreversibly entangled with our everyday, and the relationships we are crafting with 
or despite algorithms become a new spatial and temporal nexus where the tension of subjugation 
and resistance to institutional strategies to control, shape, and organize are being realised. 
Anthropologists are on a well known ground and sites to investigate this newly formed precarious 
existence with algorithms, however complex it may be. 

4 Temporality of suspension 

As many of us try to navigate the algorithmic perseverance in our daily life, one cannot but feel 
entrapped by their all pervasiveness. Nick Seaver (2017), borrowing from Alfred Gell’s work, 
further amplifies and shows the ways in which they trap us without us even being aware of it. One 
can imagine unnecessary cruelty lobsters endure by being cooked alive by being put in a cold water 
with wine, drunk in a familiar liquid environment not knowing they are being boiled to death. I 
would like to dwell a bit more at this trap metaphor as it vividly portrays the predicament of this 
newly created relationship. 

Alfred Gell, an anthropologist, compared artefacts to traps in his work Vogel’s Net: Traps as 
Artworks and Artworks as Traps (1996). In the article, Gell critiques conventional definitions of art, 
proposing that artworks and gallery spaces function as traps. The trap is explored as a particular 
kind of technology that is not only a model of its creator, but each is also a model of its victim. It is 
the hunter who knows the victims habitual responses and is able to subvert them. Gell asserts that 
the tragedy of traps lies in how victims contribute to their own demise through their actions. 

Algorithms work like this, as a thought-trap which hold its victim for a time, in suspension. A 
suspension is a temporary stoppage, not an empty space, rather a space where we, by swiping, 
liking, and lingering on are seldom aware of the workings of the program that only has one 
objective, to hold as in suspension for as long as possible. The double bind of power, as Foucault 
would say (1995), lies in its capacity to both subjugate and empower. As we navigate through social 
media, suspension becomes a common place to dwell and live, to be subjugated and /or empowered. 
Can we ever leave it? 

This in-between space, could also be conceived as the liminal space, which Turner understood in his 
ethnography on Ndembu people in Zambia, to be a space where people can experience ambiguity, 
transformation, and communitas - a sense of unity and equality among participants (1969). 
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Suspended from social hierarchies, rules, and identities it allows individuals to explore new 
behaviours, and perspectives. In a Turnerian sense it is a positive and productive space. While it has 
never been easier to search, find, learn, and communicate, with the help of algorithmic programs we 
can navigate massive amounts of data, streamline processes, and even make predictive decisions 
that were once impossible. They can improve healthcare, optimise logistics, and predict future 
outcomes in ways that save time, resources, and lives. The strength of the algorithm is their 
efficiency at the speed and at the cost that no conventional human could mach.  

Most of the times we do not know all the operations behind the algorithm but what we do know is 
that while doing these calculations/processes/predictions they often exacerbate social inequalities. 
Not only that, algorithmic profiling, in everyday life makes people belittle and objectified that is 
often experienced as a form of violence (Barassi, V. 2023). Many participants in Barassi’s study felt 
bombarded with ads profiled based on their searches - their narratives show the feeling of 
powerlessness in the construction and representation of their identities. Further complexities emerge 
when algorithms do not translate across different cultural contexts (Horst and Mohammid 2022). 
Horst and Mohammid studied Amazon Echo Look, an app that compares outfits and provides 
fashion recommendations among women in Trinidad - one women complained that the app did not 
take into account her own preferences, giving recommendation to outfits in which she would appear 
slimmer.  

Another study was conducted among YouTube influencers in London and their perception of 
algorithms. Glatt (2022) shows how algorithmic invisibility, or work deprioritised on 
recommendation lists based on algorithmic ranking is a common fear even among more influential 
YouTubers. Influencers found algorithms to be unpredictable, which underscore the importance of 
researchers to hold developers accountable for algorithmic processes. Since they rely on existing 
data to function, any biases in that data can be perpetuated or even magnified by the algorithm. For 
instance, predictive policing algorithms use historical crime data to forecast where crime might 
occur. If this data reflects an over-policing of certain neighbourhoods, the algorithm will direct even 
more resources to those areas, reinforcing cycles of inequality. Jenna Burrell’s (2016) work 
highlights this “opacity” in machine learning—where the decisions and operations of these systems 
are hidden, making it difficult to understand or challenge their outcomes. 

5 The Entanglement, capitalism by algorithmic means 

Willem Schinkel, in his work on algorithms, discusses how these systems are not standalone (2023). 
Rather, they exist within broader social, political, and economic networks—forming what he calls 
an “algorithmic ecology.” This perspective helps us recognise that algorithms are more than 
technical systems; they are deeply enmeshed in dynamic social processes. For example, social 
media algorithms do not just reflect users’ preferences—they actively shape public discourse. These 
systems tend to prioritise content that maximises engagement, often promoting the most 
sensational, emotionally charged material. This can fuel polarisation and even spread 
misinformation faster than the truth can keep up. Consider recommendation systems like those used 
by Netflix or Spotify. For example, House of Cards, Netflix tv show, was made based on the 
searches the users made: based on what it knows about the viewing habits of its 33 million users. 
Every time we engage with these systems, we are engaging with the assumptions embedded in their 
design (Seaver 2022). We are living in a feedback loop, where algorithms respond to our behaviour, 
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but at the same time, they influence our actions, perceptions, and social interactions in ways we do 
not always notice. 

If algorithms are shaping our lives, decisions, and access to resources, can we have more 
control over how our data is used? What rights do we have to know how these systems work, 
especially when they affect decisions about our future? Many algorithms operate behind a wall of 
secrecy. While one might presume secrecy to be a simple matter of hiding facts that could be easily 
revealed, secrecy in practice is not so clear; secrecy is a social process, enacted by both insiders and 
outsiders (Jones 2014). The recognition of algorithmic secrecy may seams destabilising, and it is 
difficult to hold an algorithm accountable if we do not know what it is doing. As Daniel Neyland 
demonstrates through his ethnographic work on an algorithmic accountability, making algorithms 
accountable often means literally changing them—making them “account-able” (2016). 
Presumption in most of the anthropological studies is that algorithm are more or less fixed or 
inscrutable, with essential characteristics. Nyelands follows one particular algorithmic system 
developed for public transport security and was able to show messy realities of algorithmic 
implementation, and difficulty in studying it ethnographically.  

6 Afterword 

What does anthropology bring to the conversation about algorithms? Study of algorithms for 
anthropologists is a the departure from the idealised image of a fieldworker embedded long-term in 
a bounded society. Rather than sites, anthropologists conduct ethnographies at an entry points, in 
coffee places, newspaper articles, and social media. If anthropologists are not stuck with the hidden, 
what is off limits or intentionally hidden, there is a lot to be done with algorithms. Anthropological 
interest is not in the specific configuration of a particular algorithm at one moment in time, but in 
the more persistent cultural worlds algorithms are part of. It helps us see these systems not just as 
abstract, mathematical models but as social and cultural products. It encourages us to question the 
decisions embedded within their design and to consider their broader impacts on society. 

As algorithms increasingly make decisions that affect everything from the news we consume to the 
loans we get, we must ask: Are these systems working in our best interest, or are we simply feeding 
them more data? Are we the data? In The Costs of Connection, Couldry and Mejias (2019) laid 
ground onto the ways in which this conditioning takes place viewing algorithms as data 
colonialism, global in ambition they penetrate every aspect of life, both human and non-human. Just 
as colonial practices once appropriated physical and human resources, modern corporations now 
extract data form people’s everyday activities transforming these into a resource. Daily activities  - 
communicating, shopping, even drinking water - are being captured by data points and turned into 
profit (2019, xiii). We need to rethink our relationship with algorithms and advocate for systems 
that respect human dignity and fundamental rights. It is indeed time to “talk to the algorithms” by 
engaging users as well as the designers, processes, and societal organisations that implement them 
in daily life. 

In this review on anthropology and algorithms (see also Schinkel 2023) it has become clear how 
intermingled, ubiquitous and entangled have we become in this precarious relationship. Algorithms 
re-tool and manufacture the very nature of what we term everyday life. As computational culture 
evolves we can begin to lift underneath or excavate algorithms archaeologically. Meaning, not only 
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how are they understood and deployed but also how they are being developed and as they are being 
developed. Also we can begin to research its historicity and the conditions of its possibility, and 
how have they become mechanisms of control and governance. By treating them archaeologically, 
we acknowledge that they are product of specific historical, political and institutional framework. 
Not only understanding what they do, but why, how, and who benefits from them would be a good 
start. One future direction is looking at the code. It is no longer enough to understand what a code 
does, but also what it means (Marino 2020). New and emerging critical code studies are paving the 
way to such enquiries where application of  “critical hermeneutics to the interpretation of computer 
code, program architecture, and documentation within a socio-historical context” can take place 
(Ibid, 53). Furthermore, by researching socio-technological history of particular codes we can begin 
to navigate complexities of technological colonialism, imperialism, and misogyny that permeate 
code and coding culture which are often unacknowledged by its makers. Jenna Ng and David Theo 
Goldberg developed a Codex, sets of parameters for studying algorithmic determinations and I 
provide the Codex here in its entirety as a way to start thinking forward towards not a single 
approach rather as an evolving framework for future research. 

CODEX 
Data are the currency of our time. 
The use and exchange value of data are algorithmically driven. 
Data production, collection, distribution, circulation, and ownership operate only as effectively as 
the algorithms enabling them. 
AS is the critical study of the social, political and cultural life of the algorithm and its conditions of 
change, evolution and possibility. It critically assesses the social order(ing) of life effected by 
algorithms. 
AS is the study of the digitization of data, the data-ification of life, the appification  of being, bio-
instrumentation and the instrumentalizing and calculability of the everyday. 
AS is the study of algorithmic knowledge, its epistemic formations and formulations. 
AS is the study of algorithmically produced networks, the machinic production and inter-
communication of networked machines. AS is, thus, the study of algorithmically enabled machine 
life. 
AS is the study of the algorithmic subject: the social and political subject produced by and 
reproducing algorithmic practice, and its modes of being, doing, and becoming. 
AS is the study of the algorithmically compelled (pre-)dictable futures, the consuming subjectivities 
it structures. 
AS accordingly is the critical study of the algorithmically modeled restructuring of agency and its 
loss, autonomy and its strictures and restrictions. 
AS, in short, is the critique of algorithmic capitalism, its mode of production, being and 
subjectivities; of transitory life; of consuming life; of political culture and cultural politics. 
AS is the study of the increasing transitivity of data-fied social life, its coding, its codes, and its 
applications: the algorithmic. 
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